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SUMMARY

The topic of rarefied gas dynamics is an active research topic in numerous cutting edge
engineering applications such as vacuum technology, aerospace engineering, aerosol
industry, and micro/nano systems. In these applications, above a certain degree of rar-
efaction (Kn>0.1) important transport properties such as shear stress, pressure drop, and
heat flux cannot be anymore predicted using continuum flow and heat transfer mod-
els. Under such circumstances, Boltzmann transport equations are typically applied to
describe the flow field properties, which can be solved using different simulation tech-
niques, such as Direct Simulation Monte Carlo (DSMC), Method of Moment (MoM), and
Lattice Boltzmann Methods (LBM).
The reliability and accuracy of the results obtained based on all the aforementioned sim-
ulation approaches highly depend on the applied boundary conditions that describe the
energy and momentum transfer between gas and the adjacent solid surfaces. The rea-
son lies in the fact that in the rarefied gas flow systems, as Knudsen number increases,
the gas-solid surface interactions in comparison with gas-gas interactions become more
dominant. Therefore, in these systems a fundamental understanding of the physics of
the gas-solid surface interactions is of crucial importance to model flow field proper-
ties. Over the last century, considerable efforts have been dedicated towards developing
rigorous and realistic gas-surface interaction (GSI) models. However, owing to the com-
plexity of the microscopic interaction between gas molecules and adjoining solid sur-
faces, the physics of GSI phenomenon are still not well understood, and reliable and
generalized GSI models suitable to describe complex surface interactions and highly
nonequilibrium flow in modern engineering applications are still lacking.
Molecular Dynamics (MD) simulation is the most promising approach that can be used
to study gas-surface interactions. In the most common manner, an MD simulation is
carried out to derive energy and momentum accommodation coefficients (ACs), which
are important parameters in a GSI model, quantifying the degree at which a gas ther-
mally accommodates to an adjacent surface. In an MD simulation, the type of pair po-
tential employed to describe the interaction between gas and solid molecules is the most
prominent factor that can affect the MD results. To investigate this issue, an MD simu-
lation setup consisting of two parallel walls (Au atoms), and an inert gases (Ar or He)
confined between them, was used as a case study. A pairwise Lennard-Jones (LJ) poten-
tial was employed to describe gas-surface interactions. The LJ potential parameters were
computed based on different approximation approaches such as the Lorentz±Berthelot
(LB) and the Fender±Halsey (FH) mixing rules, as well as taking from an existing quan-
tum mechanic type computation called ab-initio technique. It has been shown that an
interaction potential based on ab-initio computations is the most reliable one to com-
pute different ACs. Besides, in the case of the Ar-Au system the LB mixing rule highly
overestimates the potential well depth. This results in a fully saturated solid surface,
which is not physically correct.

ix



x SUMMARY

The obtained ACs from MD simulations can be fed into the phenomenological GSI mod-
els such as Maxwell or Cercignani±Lampis-Lord (CLL) that commonly are used as the GSI
models for the higher scale simulation approaches such as DSMC. The performance of
these GSI models is highly dependent on the value of the ACs. Nevertheless, it was ob-
served that the aforementioned models, which are based on just a few limited number
of parameters, in the case of complex flow systems or in the presence of highly non-
equilibrium situation are incapable to describe the flow field characteristics accurately.
To fulfill this shortcoming in this work the Gaussian Mixture (GM) model, which is an
unsupervised machine learning technique, was employed to construct a stochastic GSI
model from MD simulation results. Here, the entire collisional data obtained from MD
simulations is used directly to train the GM model, and no intermediate parameter such
as the AC is needed. Considering the MD simulations results as the reference solutions,
the performance of the GSI model obtained from the GM approach was assessed against
the CLL model in different benchmark systems, such as the Fourier thermal problem,
the Couette flow problem, and the Fourier+Couette flow problem for monoatomic and
diatomic gases (Ar-Au, He-Au, H2-Ni, N2-Ni). The assessment has been carried out in
terms of the distribution of the different velocity components and energy modes, as well
as various accommodations coefficients (ACs) predicted by the GM and CLL boundary
models. It was observed that the results from the GM model are in excellent agreement
with MD results outperforming the CLL model.
In the next step, the capability of the GM approach to construct a generalized GSI model
was examined. Two parallel walls system including monoatomic and diatomic gases
was used as a benchmark system here. Considering the surface temperature as one of
the most important parameters affecting the behavior of gas molecules after reflecting
from the surface, initially, MD simulations at different wall temperatures were carried
out. The resulting collisional data obtained from different simulations were gathered to-
gether and used for the training of the GM model as a whole. The comparison of the
predicted results for different temperatures by the GM model with the original MD re-
sults and the predicted results by the CLL model confirmed the superiority of the GSI
model derived from the GM approach.
Finally, an efficient hybrid algorithm was proposed by coupling the GM derived GSI
model with DSMC method (GM+DSMC). As an application, the proposed model was
used for modeling heat transfer in 1D Fourier thermal problem in the case of Ar-Au sys-
tem. The comparison between the obtained results from the proposed model and the
pure DSMC simulation with the CLL boundary model showed a better performance of
GM+DSMC model.



1
INTRODUCTION

1



1

2 1. INTRODUCTION

1.1. BACKGROUND AND MOTIVATION
Rarefied gas dynamics is considered one of the most important research subjects of this
century. This fact stems from the practical application of this topic in numerous in-
dustrial and environmental areas such as semiconductor industry, micro/nanofluidics,
aerospace engineering, nuclear reactor safety, heterogeneous catalysis, and seawater
desalination [1±3]. To achieve an optimal design a fundamental understanding of the
physics of gas flow in the aforementioned systems is crucial. Usually, at design and fab-
rication stages of these devices, various numerical approaches are employed to predict
gas flow transport properties. These numerical tools are chosen based on the degree of
rarefaction in the system and the computational power that can be afforded.
As depicted in Figure 1.1, the degree of rarefaction in a gas is characterized by the Knud-
sen number (Kn), which is the ratio of the molecular mean free path (λ) to a flow charac-
teristic length scale (L). The mean free path is defined as the average distance a molecule
travels between consecutive collisions. For Kn < 0.001, gas is considered as a contin-
uum medium, and Navier-Stokes-Fourier (NSF) equations with no-slip boundary con-
ditions are used to determine flow field properties [4]. By going to a higher rarefaction
regime (0.001 < Kn < 0.1), the non-continuum effects, such as velocity slip or tempera-
ture jump, appear in a thin gas layer adjacent to the solid surface, known as the Knudsen
layer. In this regime, NSF equations are still valid. However, to include the experienced
non-continuum effects, it is necessary to introduce some modifications to the bound-
ary conditions. For 0.1 < Kn < 10 gas is in the transitional regime. In this regime, due
to stronger non-continuum phenomena, NSF equations are no longer applicable to de-
scribe flow properties, and the Boltzmann Equation (BE) or methods based on the ki-
netic theory should be applied [5]. The BE describes rarefied gas behavior, assuming
that gas molecules move and collide with each other constantly and randomly at the mi-
croscopic level. As Kn increases, the collisions of the gas molecules with the adjacent
surfaces become more dominant in determining flow properties than intermolecular
collisions. That is the main reason we need an approach to account for the behavior
of individual molecules with their surrounding molecules. When Kn > 10, gas is in the
free molecular regime. In this case, the collisions between gas molecules are very rare.
As a result, it is very common to completely neglect the gas-gas collisions in this flow
regime [4].
Based on the applied governing equations in the system, different numerical schemes

are used to solve the gas flow problem [6]. For instance, in the case of a continuum
system based on the NSF equations, initially, the partial differential equations are dis-
cretized into a set of algebraic equations using numerical techniques such as Finite Ele-

Figure 1.1: Gas flow regimes characterized by Knudsen number
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3

ment Method [7]. The driven set of equations can then be solved using numerical algo-
rithms such as SIMPLE [8].
Substituting the NSF equations with BE to describe gas flow properties induces the de-
mand for other numerical schemes. Method of Moments (MoM) [9] is a commonly used
numerical approach to solve the integro-differential form of BE. In this approach sim-
plified models are applied to characterize the collisions between particles. Besides, the
relations between particle velocity distributions and macroscopic properties of the sys-
tem, such as mass density or flow velocity, are used to investigate gas transport proper-
ties. Solving the resulting partial differential equations becomes more complex by going
toward a higher degree of rarefaction. Therefore, these approaches are usually used in
the medium rarefied regime (0.01 < Kn < 1).
Another class of numerical techniques that are based on BE are particle-based simula-
tion techniques, such as Lattice Boltzmann Method [10] (LBM), Direct Simulation Monte
Carlo [11] (DSMC), and Molecular Dynamics (MD) simulation [12]. In LBM and DSMC,
computational particles are typically employed to represent a group of real molecules.
While particles streaming and collisions are treated in separate steps in both methods,
different strategies are applied to deal with these processes [13]. For example, during the
streaming step in LBM, particles at each lattice site can only move along a finite num-
ber of directions with certain prescribed velocities. On the other hand, there is no such
constraint applied in DSMC. Such fundamental differences make DSMC a more adopt-
able simulation tool that can be utilized in a broad range of rarefaction regime (Kn > 0.1).
However, LBM is more efficient when dealing with near continuum flows (Kn < 0.1). MD
is another particle-based simulation technique that makes it possible to explicitly study
the interaction between individual particles in a system. Since the exact movement of
all the particles is modeled in the MD simulations, these simulations are relatively very
expensive. Thus, employing pure MD simulations for macroscopic engineering prob-
lems is not realistic. Nevertheless, MD can be used to achieve a detailed understanding
of transport phenomena happening at the microscale level in a rarefied gas system.
While the aforementioned numerical methods differ in various technical aspects, the
prescription of a rigorous boundary model is a key parameter to achieving reliable re-
sults in all of them. In fact, as the Knudsen number increases in a system, gas-surface
interactions become relatively more influential than gas-gas interactions in determin-
ing flow field properties. Due to the very complex nature of gas-surface interactions, it is
exceedingly difficult to develop an analytically tractable and general model to describe
such interactions. To circumvent such complexity, many researchers combine their the-
oretical understanding of gas-surface interactions with either experimental measure-
ments or MD simulations and propose boundary models with different levels of sophis-
tication that can be used in various rarefied gas flow systems [14±35].
Following the probabilistic nature of the BE, all the gas-surface interaction (GSI) mod-
els have been presented in the probabilistic form, indicating the relation between the
incidence state and the reflection state of gas molecules on a solid surface. The fully
diffuse and specular reflection models are the first and most fundamental descriptions
of gas-surface interactions established by Maxwell in 1859 [14]. The fully diffuse GSI
model assumes that the surface condition fully determines the state of reflected gas
molecules, and the re-emitted gas molecules totally forget the information related to
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the incident state. On the other hand, the specular reflection model assumes that the
incident gas molecules experience a fully elastic collision with the surface, i.e., their
tangential momentum maintains, and the normal momentum only changes the direc-
tion. Later, experimental studies revealed that pure diffuse or specular reflections could
not properly describe the real gas scattering process. Maxwell proposed a new model
combining these two GSI models [15]. According to this model, a fixed fraction, α, of
the gas molecules is reflected in a completely diffusive fashion, and the remainder, 1-
α, is reflected in a specular fashion. Here, α refers to the accommodation coefficient
(AC), which generally is a phenomenological parameter used to quantify either momen-
tum or energy exchange between a gas and its neighboring surface. In the case of the
Maxwell model, the tangential momentum AC was applied in the model. Despite the
successful implementation of the Maxwell model in various rarefied gas systems, many
works demonstrated that this model gives inaccurate results in some engineering ap-
plications such as Fourier thermal problem, thermal transpiration, and evaluation of
Knudsen force [36, 37].
To overcome the shortcomings of the Maxwell model, Cercignani and Lampis proposed
a more elaborated GSI model, in which, in addition to the tangential momentum AC the
normal energy AC was also incorporated into the model [16]. This consideration makes
the Cercignani-Lampis (CL) scattering model able to describe the momentum and en-
ergy transport simultaneously, while the Maxwell model does not offer this possibility.
Later on, the CL scattering model was extended by Lord to describe also the diatomic
gas molecules scattering process [17]. The Maxwell and Cercignani-Lampis-Lord (CLL)
scattering models, as the most commonly used boundary models in the technological
rarefied gas systems, are the backbones of an important category of scattering models
known as the classical or phenomenological scattering models [18±25]. Generally, in
these models several ACs are applied in the model to describe the scattering process in
a specific application. Measuring ACs is the major bottleneck affecting the performance
of the phenomenological GSI models.
The researchers have devoted a significant amount of work to evaluating various ACs uti-
lizing several different techniques [38±40]. The problem is that the superposition of nu-
merous parameters can affect the gas-surface interactions. For instance, gas properties
(i.e., gas temperature, purity, and molecular weight) and surface condition (i.e., surface
roughness, cleanness, temperature, and chemistry) are the parameters that need to be
considered while measuring ACs. However, controlling all these parameters simultane-
ously with high precision at the microscale level is quite challenging. Therefore, some-
times major discrepancies in the values of the reported ACs for the same gas-surface
pair can be found between different experimental studies [38]. This observation can be
caused by the differences in the applied experimental approach, sample preparation,
and the theoretical model for deriving the ACs.
Although the experimental results elucidate general trends of ACs with various system
properties, the MD simulation can deliver far more insight into the fundamental physics
of gas-surface interactions. MD can be used to measure ACs in certain rarefied regimes
that are very complicated to reconstruct experimentally. The accuracy of the MD results
highly depends on the supplied intermolecular force fields. Quantum Mechanics (QM)
computations are usually combined with some experimental measurements to derive
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the required force fields [12]. However, this task for some gas-solid pairs or under cer-
tain extreme physical conditions (e.g., very high or low temperature) can be significantly
challenging. Regardless of the all addressed difficulties in computing ACs, it has been
shown that the empirical GSI models are generally not adequate to fully capture the un-
derlying physics in systems encountered with highly nonequilibrium and complex gas
flow conditions. Under such circumstances, significant non-continuum phenomena are
likely to happen that can not be fully described by a model based on a limited number
of constant parameters that need to be determined a priori [41].
Another category of GSI models is the physical-based GSI models. The hard-cube model
[26] is the first model in this category proposed by Logan and Stickney. In this model, the
solid surface is demonstrated by an ensemble of cubes. An impulsive force of repulsion
is employed to describe the interaction of a gas molecule with a surface atom. The gas-
surface interactions are simplified as one-dimensional binary collisions between the gas
molecules and effective surface cubes. The soft-cube model [27] is another physical-
based scattering model. The fundamental difference between these two cube models is
that in the second one, a stationary square-well attractive potential and an exponential
repulsive potential are applied to describe gas-surface interactions. Therefore, the soft-
cube model can describe the trapping-desorption phenomenon. The washboard [28]
model, as the extension of previously mentioned physical models, is the most realistic
one, which by incorporating corrugation parameters, can be used to study the gas flow
passing a rough surface. While these models are qualitatively consistent with the scatter-
ing phenomena observed in molecular beam experiments, they do not satisfy the reci-
procity principle [4], which is the basis of constructing a physically realistic GSI model.
To overcome this problem, Liang et al. [29] coupled the original washboard model with
the CLL kernel and proposed a new model based on three input parameters: the surface
corrugation strength, the attractive potential well depth, and local collision AC. However,
their model can not describe the interaction of polyatomic gas molecules, including ro-
tational or vibrational energy modes, with solid surfaces.
Another category of GSI models is nonparametric models [31, 32, 42]. Unlike the afore-
mentioned scattering models, the nonparametric models are not based on intermedi-
ate parameters, such as ACs, that are required to be computed in advance. Besides,
they do not need any predefined analytical form. These models are constructed directly
based on the MD collisional data. M. Liao et al. [31], using the molecular beam MD
setup, investigated the interactions between CO2 and CH4 gases with Graphite surface.
A conditional probability distribution function was introduced based on the relation be-
tween the incoming and outgoing velocity components presented in the MD collisional
data. This function can generate postcollisional velocities, given the precollisional ve-
locities. A similar procedure was also followed in the works by N. Andric et al. [32] and
Liu et al. [42] while they studied different gas-solid pairs. The nonparametric models are
very flexible and considered a promising tool for constructing a generalized boundary
model for highly nonequilibrium conditions. Nevertheless, in these scattering models,
solid surface is considered perfect and clean, and the gas-gas interactions that can af-
fect the reflected gas molecules properties in the early transition regime (0.1<Kn<1) are
ignored. Besides, the usual non-parametric approximations of high-dimensional multi-
variate data can be a complex task requiring advanced learning methods [43]. To avoid
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this problem, before the main fitting step, usually various techniques are employed to
reduce the dimensionality of the dataset. [32].
Machine learning is another approach that has been recently employed to construct a
GSI model based on MD data [33, 35, 44]. Gaussian Mixture (GM) [45] approach was
used by Liao et al. [33] to construct a scattering kernel for monoatomic gases. The GM
approach is a robust unsupervised machine learning technique that has been utilized
in a broad range of scientific fields, such as pattern recognition, language identification,
and object tracking of multiple objects. The GM scattering model is a parametric model,
but unlike the common parametric models (e.g., the CLL model), its performance does
not depend on a finite number of parameters. On the contrary, due to the presence
of numerous fitting parameters in the model, it retains the flexibility of a nonparamet-
ric model. The main advantage of the GM approach over nonparametric schemes for
deriving scattering kernel is that based on this approach, it is more straightforward to
deal with high-dimensional multivariate data. In addition, the whole collision data ob-
tained from the MD simulation is used to train the GM model. Therefore, this model can
capture all the underlying physical phenomena happening at the gas-surface interface.
Investigating both smooth and rough atomic surfaces, Liao et al. [33] reported good per-
formance of the GM-driven scattering model in predicting the physical and statistical
properties of the gas-wall interfaces. However, since their model is also based on the
molecular beam MD setup, it cannot deal with absorption-related problems. Since in
their MD simulations a clean and perfect solid surface is assumed.
Despite devoting a considerable affort to investigate the physics behind the GSI phe-
nomenon, there has still been a lack of a generalized model that can be used to describe
such a complex phenomenon in different rarefaction regimes. The main objective of
this thesis is to construct a generalized scattering model based on the MD simulation
data that can be used in higher-scale simulation approaches, such as DSMC, to study
the flow field properties of rarefied mono/diatomic gases in highly non-equilibrium sit-
uations. To achieve this goal, the GM approach is employed in this work. While in the ex-
isting GSI models, only gas-wall interactions are included in the scattering model, in this
work, both gas-gas and gas-wall interactions are employed to construct the scattering
model. This issue guarantees the capability of the model to deal with adsorption-related
problems in the case of systems in which a considerable number of gas molecules are
adsorbed on the solid surface. As an example, the surface coverage for N2-Ni and H2-Ni
systems are 3.8 and 0.35 1/nm3, respectively. As will be discussed in more detail in Chap-
ter 4, such a higher value of surface coverage in the case of N2-Ni system considerably
affects the scattering behavior of gas molecules.

1.2. SIMULATION METHODS FOR RAREFIED GASES
In this work, MD simulation is used to derive a fundamental understanding of physics
behind gas-surface interactions and generate the initial data required to construct a gas
scattering model. At the end, the developed scattering models are implemented in a
DSMC solver to study their compatibility and performance in a coarse-grained simula-
tion technique. Some basics of MD and DSMC simulations are presented in the following
subsections.
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1.2.1. MOLECULAR DYNAMICS
MD is a computational tool originally developed in the late 1950s and has been exten-
sively used in chemical physics, materials science, and biophysics. The main idea is to
mimic what atoms do in real-life systems, presuming a given potential energy function.
In such a way, MD helps us to interpret experiments, provide alternative interpretations,
as well as to assess theories of intra- and intermolecular interaction. In the conventional
implementation of MD, given the initial coordinates of the atoms in a system, one can
compute the force exerted on each atom by all the other atoms in the system. For the
atom i, this is done by differentiation of the global potential energy with respect to the
position of atom i:

Fi =−∇ri
V (1.1)

where V denotes potential energy and contains information regarding interatomic in-
teractions as:

V =
∑

i

V1(ri )+
∑

i

∑

j>i

V2(ri ,r j )+
∑

i

∑

j>i

∑

k> j

V3(ri ,r j ,rk )+ . . . (1.2)

where V1 refers to the effect of an external field (e.g., the boundaries or the gravitational
field). The remaining terms represent particles interactions in the system. V2 and V3

represents two-body and three-body potentials, respectively. For gases and liquids, the
interaction potential is mainly dominated by pair potential term V2. Usually, in MD sim-

ulations, the pair potential is replaced by an effective pair potential V
e f f

2 that contains
also the three-body effects [12]:

V =
∑

i

V1(ri )+
∑

i

∑

j>i

V
e f f

2 (ri ,r j ) (1.3)

The set of parameters required to describe a potential energy function is derived from
quantum mechanics calculations and, typically, from certain experimental measure-
ments.
In classic MD, for a system of N atoms interacting via a potential field V as in Equa-
tion 1.2, the spatial position of each atom as a function of time is calculated by numeri-
cally solving Newton’s equations of motion:

mi
∂2ri

d t 2
= Fi (1.4)

where Fi is the force experienced by atom i, mi is the atomic mass of atom i, and ri is its
position. Velocity Verlet’s algorithm is the most common and stable time integrator for
solving the differential equation of motion in an MD simulation. In this approach, the
position and velocity of an atom at consecutive time steps can be computed as [12]:

ri (t +∆t ) = ri (t )+∆t vi (t )+
1

2
∆t 2 Fi (t )

mi
(1.5)

vi (t +∆t ) = vi (t )+
1

2
∆t

(

Fi (t )

mi
+

Fi (t +∆t )

mi

)

(1.6)
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Figure 1.2: Flowchart of an MD simulation

where ∆t is the time step used in the simulation, typically in the order of femtosecond.
The flowchart of an MD simulation is shown in Figure 1.2.

An MD simulation generates for every time step positions and velocities of all parti-
cles in the system at the microscopic scale. A collection of such information is called
a microstate. On the other hand, a collection of all microstates representing the same
macrostate or subjected to the same macroscopic constrains is called an ensemble [46].
Different ensembles can be considered in an MD simulation. The most common one is
the microcanonical (NVE) ensemble. In this ensemble the number of particles, N, the
volume of the system, V, and the total energy of the system, E, are constant. Translation
of the microscopic level information into the desired macroscopic properties (e.g., en-
ergy, temperature, pressure, etc.) is carried out by statistical mechanics. As an example,
assuming a system of N monoatomic particles, the overall temperature, T, of the system
can be computed as:

K E =
3

2
N kB T (1.7)

where KE is the total kinetic energy of the system and kB is the Boltzmann constant. KE
is directly related to the velocity of atoms as follows:
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K E =
∑N

i=1 mi v2
i

2
(1.8)

To study the behavior of a system at a specific temperature, an MD simulation is carried
out based on the canonical (NVT) ensemble. In this ensemble the number of particles,
N, the volume of the system, V, and the temperature of the system, T, are constant. In an
NVT ensemble the total energy is not specified. However, the temperature is controlled
by coupling the system to a so called thermostat. A thermostat, acting as an external
heat bath, allows energy to enter and leave the simulated system to maintain a constant
temperature. Practically, using thermostats the overall temperature in the system is con-
trolled by modifying velocities of subsets of particles. The most commonly used ther-
mostats in MD simulations are the Berendsen [47] and Nose-Hoover [48] thermostats.
As an example, using the Berendsen thermostat, to achieve the desired temperature, T0,
the velocities are corrected at each time step, such that the rate of change of temperature
is proportional to the difference in temperature:

dT (t )

d t
=

1

τ
(T0 −T (t )) (1.9)

where T(t) is the system temperature at time t, and τ is the damping factor, which deter-
mines how tightly the bath and the system are coupled together.
The MD method is a valuable computational tool for several reasons. First of all, it makes
it rather straightforward to capture the exact trajectory of atoms in the system, which is a
very challenging task with any empirical technique. Secondly, the simulation condition
is exactly known and can be controlled with very high precision. While very accurate, MD
simulations are computationally very expensive. The reason is that a substantial amount
of calculations must be performed in each time step. Based on the model characteris-
tics, such as the level of complexity of the potential energy function, 100 to 1000,000’s
atoms can be studied in an MD simulation for the overall simulation time of a maximum
1 µs. Despite this, in the last decade, the availability of parallel computing and using
graphics processing units (GPUs) for running MD simulations have been a great help for
researchers to speed up MD computations.
As it has been addressed in Section 1.1, computing different ACs is one the main ap-
proaches that MD simulations can help to investigate the rarefied gases scattering pro-
cess. Based on MD simulation results, there are two methods for computing ACs. In the
first method, referred to as the classical (Cla) approach in this work, different ACs are
computed as:

αq =
〈QI 〉−〈QR〉
〈QI 〉−〈Qw 〉

(1.10)

where q can be any kinematic quantity, such as gas translational velocity in a certain
direction, as well as its total translational or rotational kinetic energy content. 〈QI 〉 is
the impinging flux of quantity Q, and 〈QR〉 denotes the outgoing flux of quantity Q. 〈Qw 〉
stands for the outgoing flux associated with the fully accommodated condition.
Another method for computing ACs based on the MD results is the Correlation (Cor)
method, developed by P. Spijker et al. [49]. In this method different ACs can be calculated
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based on the least-squares approximation on the MD results containing impinging QI

and outgoing QR quantities as follows:

αq = 1−
∑

i (Q i
I
−〈QI 〉)(Q i

R
−〈QR〉)

∑

i (Q i
I
−〈QI 〉)2

. (1.11)

The main difference between these two methods is that in the case of the Classic method,
as the difference between the impinging gas and surface temperatures goes toward zero,
numerical instability arises. On the other hand, this limitation is not encountered in the
Correlation method, and basically, this method can be used even for the situation, where
gas and surface have the same temperature.

1.2.2. DIRECT SIMULATION MONTE CARLO
DSMC is the most popular particle-based simulation technique in rarefied gas flow sim-
ulation that has been utilized in a broad range of engineering applications. The main
reason behind the popularity of DSMC is that despite the substantially lower compu-
tational cost of DSMC compared to MD, it provides acceptable precision in measuring
rarefied gas transport properties in relatively larger domains (in the order of µm to m). In
fact, in DSMC the total computation needed is proportional to the number of molecules
simulated N, in contrast to N 2 for MD simulation [50]. Unless a truncated potential and
a nearest neighbor list is used. However, common DSMC solvers cannot model a phase
transition in the fluid, while MD can model this phenomenon. Besides, going towards
denser systems (e.g., slip flow regime), the accuracy of DSMC reduces and the LBM ap-
proach will be a better option in this case. DSMC, introduced by G.A. Bird for the first
time, can be considered as a Monte Carlo approximation of the time-dependent non-
linear Boltzmann equation [51]. The Boltzmann equation illustrates the evolution of a
rarefied gas at the level of the single particle distribution function as:

∂ f

∂t
+ v.▽ f =Ω( f , f ) (1.12)

where f represents the probability density function of particles and v is the particle ve-
locity. Ω( f , f ) is the collision integral, which describes the collisions between particles
within a cell.
In DSMC, many independent simulating particles are employed to model gaseous flows,
where each DSMC particle is representative of a large number of real gas molecules
(104 −108 real molecules). The concept of representative particles is the key feature that
allows us to rescale length and time to model larger systems. In the first step, the simula-
tion domain is randomly populated with particles. The initial velocities of the particles
are generated based on the Boltzmann distribution at the desired temperature. In the
case of a polyatomic gas molecule, its initial internal energy (Eint), which can be either
rotational or vibrational energy, is assigned based on the equipartition theorem at the
desired temperature.
The DSMC particles are allowed to move and collide within the simulation domain; how-
ever, the main approximation of DSMC is the uncoupling of the particle motions and the
intermolecular collisions over small time intervals that as smaller than the mean colli-
sion time. While the particles’ motion is treated deterministically, collisions between
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them are considered stochastically. In order to implement DSMC, the simulation do-
main is decomposed into cells with dimensions less than the gas mean free path. In
each time step (τ), the DSMC particles are initially moved as if they do not interact with
each other. Thus, different from MD, DSMC particles can move through each other. Ev-
ery particle’s position is reset as:

ri (t +τ) = ri (t )+vi (t )τ (1.13)

Particles that reach an interface are treated according to the boundary model assigned
to that specific interface. After moving all the particles, they are sorted into spatial cells,
and only particles within the same computational cell can collide. In each cell, a set of
representative collisions is processed in each time step. The No-Time-Counter (NTC) ap-
proach is the most common collision-sampling approach implemented in most DSMC
solvers. In this approach, the number of candidate collisions pairs (Ncand ) from each
cell is determined as:

Ncand =
N 2

c FN (σT cr )max

2Vc
(1.14)

where Nc is the number of simulated particles in the cell, FN is the number of the real
molecules represented by the simulated one, (σT cr )max is the maximum value of the
product of total collision cross-section and relative velocities, and Vc is the volume of the
cell. Different molecular models are developed to describe the collision cross-section.
The main idea behind these models is to reproduce the required temperature depen-
dence of the transport properties (e.g., viscosity and self diffusion) in a real gas. Vari-
able hard sphere (VHS) is currently the most widely used molecular collision model in
DSMC because of its simplicity and compelling approximation of real intermolecular
potential [52]. While collisions between monoatomic particles are considered elastic in
a DSMC simulation, the collisions can be inelastic for polyatomic particles. Typically,
for polyatomic gas molecules phenomenological models, such as the Borgnakke-Larsen
(BL) model [53], are employed to describe the energy exchange between the internal and
translational energy modes.
The NTC approach applies an acceptance-rejection technique to choose the collision
partners. Here, a randomly selected pair of particles will collide if:

R <
σT cr

(σT cr )max
(1.15)

where R is a uniformly distributed random number. If the pair is accepted, the postcolli-
sional velocity of particles is determined based on the conservation of linear momentum
and energy laws. This algorithm is continued until Ncand pairs are investigated. After re-
setting the velocity of all colliding particles, the process is repeated for the next time step.
The macroscopic flow properties can then be evaluated by time averaging the cell-based
values. The flowchart of a DSMC simulation is shown in Figure 1.3.
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Figure 1.3: Flowchart of an DSMC simulation
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1.3. THESIS OUTLINE
This thesis is organized as follows. Chapter 2 mainly focuses on how applying different
interaction potentials between gas and solid can affect the MD results for ACs. The MD
simulation setup is a two parallel walls system construed from Au atoms and interacting
with either Ar or He atoms.In Chapter 3, the GM model is employed to construct a scat-
tering model for monoatomic gases (Ar, He) interacting with a Au surface. Herein, con-
sidering that both gas-gas and gas-wall interactions can affect the gas flow solution in
the vicinity of a solid wall, a two-parallel wall system was used as the MD setup. Bench-
marked by MD results, the performance of the GM scattering model is examined against
the CLL model in different physical problems, such as the Fourier thermal problem, the
Couette flow problem, and a combined Fourier-Couette flow problem.In Chapter 4, the
GM approach is used to construct a stochastic GSI model for diatomic gas molecules
(H2, N2) interacting with the Ni surface. A two parallel walls setup is used in MD sim-
ulation to gather collisional data. Here, the entire translational and rotational velocity
components of the gas molecules before and after colliding with the surface are utilized
for training the GM model. This creates the possibility of accurately capturing the en-
ergy exchange between the different molecular modes that the classical scattering ker-
nels cannot capture. Similar to Chapter 3, the performance of the GM scattering model
is evaluated against the CLL model in different benchmarking systems.
In Chapter 5, the capability of the GM approach to construct a generalized GSI model
for monoatomic and diatomic gas molecules is investigated. The thing is, in Chapters 3
and 4, for each case study, the corresponding GM model was trained separately. In this
chapter, initially, it is shown that the surface temperature is a crucial parameter affecting
the scattering process in the two parallel walls Ar-Au and H2-Ni systems. In the next step,
MD simulations at different wall temperatures are carried out for both case studies. For
each gas-surface pair, the collisional data at different wall temperatures are gathered in
one data set and used to train the GM model at once. Using the original MD results as
the reference solutions, it is shown that the GM scattering model can predict the post-
collisional behavior of gas molecules at different wall temperatures with good precision.
In chapter 6, the GM scattering kernels driven for the Ar-Au and H2-Ni systems for Fourier
thermal problem are coupled to a commercial DSMC solver.
Finally, in Chapter 7, the main finding of this thesis are summarized, and recommenda-
tions for further research are addressed.
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Molecular dynamics (MD) simulations are conducted to determine energy and momen-

tum accommodation coefficients at the interface between rarefied gas and solid walls.

The MD simulation setup consists of two parallel walls, and of inert gas confined between

them. Different mixing rules, as well as existing ab-initio computations combined with

interatomic Lennard-Jones potentials were employed in MD simulations to investigate the

corresponding effects of gas-surface interaction strength on accommodation coefficients

for Argon and Helium gases on a gold surface. Comparing the obtained MD results for ac-

commodation coefficients with empirical and numerical values in the literature revealed

that the interaction potential based on ab-initio calculations is the most reliable one for

computing accommodation coefficients. Finally, it is shown that gas±gas interactions in

the two parallel walls approach led to an enhancement in computed accommodation co-

efficients compared to the molecular beam approach. The values for the two parallel walls

approach are also closer to the experimental values.
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2.1. INTRODUCTION

Rarefied gas condition is encountered in a broad range of modern engineering applica-
tions; for example, in low pressure devices such as semiconductor manufacturing and
spacecraft flying at high altitudes, as well as small-scale structures such as microelec-
tronic devices and micro/nanoelectromechanical systems (M/NEMS) [1]. In all these
applications to achieve the effective thermal management, a fundamental understand-
ing of gas±surface interactions (GSI) is of paramount importance. The degree of rarefac-
tion of a gas is quantified by Knudsen number (K n = λ

L
), where λ is the mean free path

of the gas molecule and L is the characteristic length scale. It is known that a gas is re-
garded as rarefied if Kn > 0.01 . Over the years, a wide range of experimental [38, 54, 55]
and numerical studies [56±58] have been carried out, investigating rarefied gas-solid sur-
face interactions. Due to the complexities involved in the instrumentation, an empirical
study of GSI is a very challenging and time-consuming task. Regarding computational
techniques, due to the noncontinuum gas behavior adjacent to the solid surface, com-
mon continuum approaches (Navier±Stokes equations) are not applicable to describe
energy and momentum exchange at GSI. Herein, particle-based simulations methods
such as MD simulations [12] are considered a promising candidate to study GSI.
MD simulations can provide an atomistic-level understanding of the scattering dynam-
ics of the gas molecules interacting with solid surfaces. Energy and momentum accom-
modation coefficients (E/MACs), which are the most relevant parameters involved in
GSI models, describe the degree at which a gas attains its thermal or kinematic equilib-
rium with a surface while interacting with it. MD simulation is a very promising tool
to determine different accommodation coefficients. These coefficients can be fed into
semi-empirical GSI models such as Maxwell’s model [59] or Cercignani±Lampis±Lord
(CLL) model [60] that can be employed as boundary conditions for higher-scale simula-
tion techniques such as Direct Simulation Monte Carlo (DSMC) [11], Lattice Boltzmann
method (LBM) [61], and method of moments (MoM) [62] to describe heat and mass flow
at macroscopic level under rarefied condition. In literature there are various numerical
studies in which MD simulations are employed to determine accommodation coeffi-
cients for different gas-solid surface combinations [63±70]. The general objective of all
such investigations is to find the correlation between the energy and momentum ac-
commodation coefficients and input parameters such as the gas temperature or purity,
gas molecular weight (MW), surface condition (i.e., surface roughness, cleanness, tem-
perature and chemistry), as well as the gas±surface interaction strength. Briefly summa-
rized, results in the literature reveal that E/MACs decrease by increasing the tempera-
ture and implicitly the kinetic energy of the molecules. Moreover, increasing the surface
roughness, gas molecular mass, and gas±solid interaction strength lead to an increase
in E/MACs. Gas molecules approaching a surface are sometimes trapped by the poten-
tial well and stager on the surface for a while as they are physically adsorbed. The gas
molecules may escape the potential well after some residence time through which they
lose sufficient amount of their thermal or kinetic energy such that they accommodate
to the surface temperature at a higher degree (i.e., resulting in a higher accommodation
coefficient). This phenomenon called trapping-desorption is more likely to happen at
lower temperature, higher surface roughness and, higher gas MW, as well as stronger
gas-solid interaction which at the end causes higher E/MACs at aforementioned condi-
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tions.
Due to the superposition of many factors affecting the phenomenon of gas-surface inter-
action, sometimes in literature for the same pair of gas±solid surface, a considerable dis-
crepancy in the values of accommodation coefficients, obtained by different MD simu-
lation approaches is found. As an example, for the Platinum±Argon combination the ob-
tained values for the tangential momentum accommodation coefficient by Yamamoto et
al. [71] and Hyakutake et al. [72] were 0.19 and 0.89, respectively. Accurate values of ac-
commodation coefficients are essential for the better assessment of the overall transport
properties of rarefied gases. Therefore, we will compare most common MD approaches
and study the effect on the resulting thermal and momentum accommodation coeffi-
cients, and compare the results with experimental values.
In most previous MD simulations [67, 69, 70] to compute E/MACs, the molecular beam
approach was employed, in which the gas molecule adjacent to the surface is assumed to
interact only with the wall atoms, and its initial velocity is sampled from an equilibrium
distribution at certain temperature. Such assumptions are valid for a highly-rarefied
gases (i.e., Kn > 10). However, the condition is very different in most M/NEMS appli-
cations, where less degree of rarefaction is encountered (Kn < 1) [1]. In such systems,
in the case of a temperature difference between gas and surface, gas molecules will ex-
perience non-equilibrium processes. Furthermore, in this rarefaction regime, both of
gas±wall and gas±gas interactions can equally impact the ACs values [73, 74].
In the present work, two parallel plates MDapproach is applied to calculate E/MACs of
noble gases (Ar and He) interacting with Gold (Au) surface. Firstly, the dependence of
E/MACs on the gas pressure in the system was investigated, which to our best knowl-
edge has not been studied by MD simulations, previously. The impact of gas-solid inter-
atomic potential on E/MACs was also characterized. To do so, a pairwise Lennard-Jones
(LJ) potential was considered at the solid-gas interface. The LJ potential parameters were
computed using different approximation methods such as Lorentz±Berthelot (LB) and
Fender±Halsey (FH) mixing rules, as well as taking form existing ab-initio calculations.
It has been observed that an interaction potential based on quantum calculations such
as ab-initio computations is the most reliable one for computing different ACs. Such a
behavior has been reported by Mane et al. [69] and Daun et al. [75], where using molec-
ular beam approach, they studied the interaction between monoatomic gases with alu-
minum and iron surfaces, respectively. At the end, to unravel the importance of includ-
ing gas±gas interactions on the MD obtained accommodations coefficients, we compare
our two parallel plates results with those obtained by the molecular beam approach.
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2.2. MATERIALS AND METHODS

2.2.1. MOLECULAR DYNAMICS (MD) SIMULATIONS
The MD simulation setup considered in this work is a three-dimensional system, in
which a monatomic gas is confined between two parallel walls (see Figure 2.1).

The cross-section area of the walls is 10 by 10 nm, and each of them consists of 8750

Figure 2.1: Schematic representation of the simulation setup; two walls kept at a distance d apart; they are
thermostated at a low temperature Tc (bottom wall) and a high temperature Th (top wall).

gold atoms arranged in a FCC structure. The walls are separated from each other in the
y direction. The temperatures of the bottom and top walls are maintained at Tc= 300 K
and Th = 350 K, respectively, using Berendsen thermostats. In each wall, the outermost
layer is fixed to prevent the wall from any translational or rotational motion. Periodic
boundary conditions are applied in all three directions. Since the simulation box is also
periodic in y direction, the walls are not placed directly at the periodic boundary. Vac-
uum has been considered between the walls at the periodic boundary in order to prevent
direct contact and heat conduction between the hot and cold walls. At the beginning of
the simulation, the temperature of the gas molecules is set at the 300 K, which corre-
sponds to the root mean square velocity (Vrms) of 423 and 1367 m/s, for Ar and He gases,
respectively. Herein, the gas molecules are not coupled to an external heat bath, and
their temperature change is caused only via collisions with other particles (gas and solid
particles). As it will be discussed in detail in the proceeding section, in order to obtain
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reliable results for E/MACs, a large number of collisions between gas molecules and the
wall surface are required: 100,000 collisions have been considered here, as it has been
recommended in previous studies [64, 67] for a similar simulation setup. The distance
between the two solid walls is fixed at d = 11 nm and d = 102 nm for Ar and He gases, re-
spectively. For the Ar-Au system the Knudsen number and the reduced density (η) are Kn

= 0.23 and η = 0.02, respectively. The reduced density is defined as (η=πna3/6, where n

is the number density and a is the particle diameter [76]. On the other hand, for the Au-
He system Kn = 0.56 and η = 0.00043. The interaction between Au atoms are described
by the embedded atom model(EAM) potential [77], whereas the gas±gas and gas±solid
interactions are modeled by the Lennard-Jones (LJ) potential. Herein, noble gas-Au pair
potential coefficients have been calculated by commonly used (LB) mixing rule:

σi j =
σi i +σ j j

2
, ϵi j =

√

ϵi i ϵ j j (2.1)

and (FH) mixing rule:

σi j =
σi i +σ j j

2
, ϵi j =

2ϵi i ϵ j j

ϵi i +ϵ j j
(2.2)

as well as existing ab-initio pair potentials [70,78], derived from computational quantum
mechanics.
The detailed gas-gas and gases-Au interatomic potential parameters used for mixing
rules are presented in Table 2.1. In addition, the pair potential coefficients based on
existing ab-initio calculations are listed in Table 2.2 The LJ cut-off distance (rc) for gas-
gas interactions is set at 2.5 times the LJ length parameter (σi i ). In addition, for both of
Au-Ar and Au-He pairs we used rc = 12 Å which is similar to the cut-off radii that were
used in the ab-initio simulations [70]. For implementing MD simulations, LAMMPS

Table 2.1: Gases-gold interaction potential parameters used by mixing rules and molecular weights

Atom Type ϵi i (meV) σi i (Å) MW (a.m.u)
Au [79] 229.4 2.63 196.96
Ar [80] 12.2 3.35 39.94
He [80] 0.94 2.64 4.00

Table 2.2: Gases-gold interaction potential parameters based on ab-initio computation [70]

Parameter Value
ϵAu−Ar 11.36 (meV)
σAu−Ar 3.819 (Å)
ϵAu−He 0.787 (meV)
σAu−He 4.342 (Å)

molecular dynamics package was used [81]. All simulation setups were initially equili-
brated for 1 ns (time step = 1 fs) for Ar and 3 ns for He. Afterwards, the production run
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was started and proceeded for the next 20 and 60 ns for Ar and He cases, respectively.

2.2.2. COMPUTING ACCOMMODATION COEFFICIENTS
To compute E/MACs using MD simulations, the trajectory of each gas molecule in the
simulation box is monitored during the specified simulation time. Herein, the collision
is defined in such a way that if a gas molecule approaching the surface crosses a virtual
border placed in certain distance from the surface, its velocity components are recorded.
For the same particle after re-emitting from the surface, when it reaches back to the vir-
tual border, its velocity components are recorded again. Both scattered and trapped par-
ticles that are desorbed from the wall are considered here. As it is depicted in Figure 2.2,
in this study the virtual border is located at one gas-wall interaction cut off distance (rc

= 12 Å) away from the wall surface in order to guarantee that the gas molecule is not af-
fected by the wall potential.

Figure 2.2: Schematic of gas-surface interaction used to compute accommodation coefficients in molecular
dynamics (MD) simulations. Here the green line is a simplified example of gas molecule trajectory. The virtual
border for the computation of the accommodation coefficients is placed at distance rc = 12 Å from the solid
surface.
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The accommodation coefficients were calculated by the least-square method pro-
posed by Spijker et al. [66]. In this approach, which is based on the correlation between
input (Impinging) and output (Reflected) data obtained from MD simulations, the AC
(α) can be computed as follows:

αq = 1−
∑

i (Q i
I
−〈QI 〉)(Q i

R
−〈QR〉)

∑

i (Q i
I
−〈QI 〉)2

(2.3)

where subscript q can be any kinematic quantity, such as the gas molecule velocity
in a certain direction (for momentum accommodation) or its total kinetic energy (for
thermal energy). QI and QR referred to the considered quantity for the impinging and
reflected particles, respectively. To be more specific, when a gas atom approaching to the
surface (vy < 0) passes through the virtual border (dotted line in Figure 2.2) it will clas-
sified as an impinging particle. From the other side, when a gas atom going outwards
with respect to the surface (vy > 0) passes through the virtual border it will be consid-
ered as reflected particle. The bracket notations denote that the average value for these
quantities is calculated.

2.3. RESULTS AND DISCUSSION
In order to compute E/MACs, after gathering collision data from MD simulation, the
correlation between relevant impinging and outgoing velocities was studies. These cor-
relations can be illustrated as a two-dimensional probability distribution profile, which
for a particular impinging velocity gives the distribution of reflected velocities (see Fig-
ure 2.3). Herein, a line is fitted to the collision data based on least-square approximation
(red line in Figure 2.3). Comparing the slope of this line, which is actually the fractional
part of Equation 2.3, with dashed horizontal (fully diffusive) and diagonal (fully specu-
lar) lines gives us the accommodation coefficient.

First of all, the dependency of computed E/MACs on gas pressure between two walls
was investigated. Herein, ab-initio pair potential was employed to describe gas-wall in-
teractions. By decreasing the number of gas atoms in the simulation box, the pressure
was reduced from 2.75 MPa to 0.42 MPa, and from 0.21 to 0.04 MPa in the case of Ar
and He, respectively. As it is depicted in Table 2.3, for both gases, decreasing pressure
does not have a significant impact on obtained accommodation coefficients, but con-
siderably increases the MD simulation time required to record the same number of col-
lisions. Similar pressure dependency has been also reported in an experimental study
by Thomas and Brown [82]. Therefore, in the remaining part of this chapter we perform
our simulations at the pressures of 2.75 and 0.21 MPa for Ar and He gases, respectively.

In the next step, the comparison between gas-wall interaction potentials obtained
using different methods is shown in Figure 2.4. This figure shows that the FH mixing rule
is relatively softer than the LB mixing, and that the ab-initio potential is softer than both
mixing rules. Furthermore, it is depicted that the LB mixing rule highly overestimates
the potential well depth. Such an overprediction in the case of a heavy gas like Ar causes
that during MD run all Argon atoms are adsorbed on the solid surfaces (see Figure 2.5a),
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Table 2.3: Variation of energy and momentum accommodation coefficients and MD simulations running time
with the pressure in the simulation box for Au±Ar and Au±He pairs

System
Pressure

(MPa)

Number
Density
(1/nm3)

MFP(nm) EAC MAC
MD

Simulations
time (ns)*

2.75 0.59 2.63 0.874 0.883 20
Au-Ar 1.27 0.27 5.71 0.832 0.846 50

0.84 0.18 8.57 0.816 0.822 70
0.42 0.09 17.14 0.783 0.791 100
0.21 0.048 58.73 0.048 0.059 60

Au-He 0.13 0.029 97.89 0.046 0.057 90
0.08 0.019 146.84 0.043 0.052 150
0.04 0.009 293.70 0.042 0.049 250

* The time required to record 100,000 collisions

and that they do not leave the surface anymore. Therefore, for none of the impinging
gas particles an outgoing velocity can be recorded, and E/MAC values are numerically
unobtainable. In addition, the normalized number density distributions in the case of
aforementioned system using varied interaction potentials are depicted in Figure 2.5b.
Herein, initially it can be understood that the gas density adjacent to the wall surfaces is
higher than the bulk density (n0) in the central part of the system: stronger is the gas-wall
interaction the higher is the density profile peak near to the wall. This is in agreement
with the behavior reported in [83]. Furthermore, in the case of the LB potential, except
in the vicinity of the walls, the gas density goes to zero.

Figure 2.3: Velocity correlations of impinging (x-axis) and reflected (y-axis) velocity components of Ar and
He on Au surface at 300 K using ab-initio potential. The dashes horizontal and diagonal lines indicate fully
diffusive and specular conditions, respectively. The red line refers to the linear fit of the collision data obtained
by MD simulations.
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Figure 2.4: Pair potential energy plots of noble gases interaction with Au surface: (a) Au±Ar; (b) Au±He.

Figure 2.5: (a) Adsorption of Ar molecules on Au surface based on pair potential obtained from LB mixing rule;
(b) normalized number density for different Au±Ar interaction potentials.

The obtained E/MACs for the aforementioned systems at the bottom wall (Tw= 300 K)
are reported in Table 2.4. The reason why only E/MACs on bottom wall are reported here
is for a further comparison with experimental data which are in the same temperature
range. As it is shown in [63, 66], the temperature gradient between two walls causes only
a minor reduction in obtained values for E/MACs on the bottom wall. Therefore, this
can be neglected. However, in order to resemble the experimental two parallel plates,
in which the presence of a small temperature gradient (Th − Tc « Tc) is a must [84], a
temperature difference was imposed between the two plates in our MD simulations. For
both noble gas cases, E/MACs increase with increasing the potential well depth. This is
in agreement with the behavior as reported in other numerical studies [64, 69]. The rea-
son lies in the fact that higher gas±wall interaction strength increases the likelihood of
trapping-desorption phenomenon, which at the end causes higher energy and momen-
tum exchange between the solid surface and the neighboring gas. In the case of Au±Ar,
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the reported empirical value for EAC (αE ) using two parallel plates approach at 296 K is
0.85 [84], which is in excellent agreement with obtained value for EAC using the potential
based on ab-initio computations for our parallel walls assembly. Furthermore, Agrawal
and Prabha [85] have reported that the tangential-MAC (TMAC) for Ar on commonly
employed surface materials is 0.893, which this value also is consistent with obtained
results for TMAC in different directions (αx and αz ) in our case based on ab-initio pair
potential. The EAC using FH mixing rule is 0.913, which is slightly higher than the value
obtained by ab-initio potential.

Table 2.4: Variation of energy and momentum accommodation coefficients and MD simulations running time
with the pressure in the simulation box for Au±Ar and Au±He pairs

System Pair potential αx αy αz αE

Au-Ar

Ab_initio
(Parallel walls)

0.824 0.913 0.832 0.874

Ab-initio
(Molecular beam) [70]

0.40 0.77 0.40 0.56

Fender Halsey 0.915 0.934 0.913 0.913
Experimental results: αE = 0.85 [84] ; TMAC(αx , αz ) = 0.893 [85]*

Au-He

Ab_initio
(Parallel walls)

0.036 0.0.113 0.038 0.048

Ab-initio
(Molecular beam) [70]

0.013 0.046 0.014 0.017

Fender Halsey 0.245 0.347 0.221 0.069
Lorentz-Berthelot 0.642 0.748 0.653 0.187

Experimental results: αE = 0.31 [84]

* No temperature is reported in reference [85]

For Au±He, Trott et al. [84] have measured EAC = 0.31 at 296 K, which is higher than all
values reported in Table 2.4 for the same combination. To elucidate the possible reason
behind the observed mismatch, it is noteworthy to mention that the surface roughness
and the type of premeasurement treatment employed to clean the surface under inves-
tigation have significant impacts on obtained experimental results for E/MACs. For in-
stance, for He±Pt pair at room temperature Mann [86] reported EAC = 0.03. For the same
combination, in another experimental study [87] the measured EAC at 303 K was 0.238.
The most important difference between the two aforementioned studies is that in the
first study the metal surface is perfectly clean, but in the latter case the metal surface
is somehow contaminated and it is also partially covered by testing gas. In addition, in
another experiment [88] using Tungsten as the substrate, it was reported that EAC for
He can vary from 0.017 (clean surface) to 0.23 (untreated surface). In Reference [84] it is
also mentioned that recontamination of the surface is highly possible after the surface
treatment technique that they used. Considering that in the performed MD simulation
the surface is assumed to be atomistically smooth and clean, it can be inferred that MD
results for E/MACs at the first place should be compared with experimental results on
very clean and pure solid surface. Herein, assuming that clean Au surface has a similar
behavior as clean Platinum and Tungsten surfaces, it is seen that the obtained results for
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EAC of Au±He using pair potential based on both FH mixing rule and ab-initio computa-
tions are similar to the values reported in [86] and [88] for He on clean Pt and Tungsten
surface, respectively.
The presence of contamination on a real surface causes the accumulating of gas molecules
on the surface which at the end leads to measuring higher E/MACs. To support this, the
trajectories of Ar and He molecules interacting with Au surface using ab-initio computa-
tions pair potential during our MD simulation are depicted in Figure 2.6. In this figure
the red crosses indicate the y-position of each gas molecules as function of simulation
time. When an accumulation of red crosses is shown in certain area, it means that gas
atom remains for a longer time in that area. It is shown that in the case of Ar molecule,
which has higher molecular weight (MWAr/MWHe ≈ 10) and stronger interaction with
Au surface, higher number of multiple collisions with Au surface has occurred (accumu-
lation of red dots in vicinity of Au surface for Au±Ar pair). This means that in MD simula-
tion of Au±Ar pair, there is higher chance that we see a layer of gas molecules adjacent to
the solid surface. This layer of gas molecules can resemble the contamination in the case
of experimental study, in which achieving a real clean surface is very challenging. Due
to the presence of this layer on the surface in the case of Au±Ar combination, gas±gas
interactions near the wall are more frequent. Since the gas±gas interaction strength is
typically higher than gas-wall interaction strength (see Tables 2.1 and 2.2), it can be de-
duced that forming a gas layer at vicinity of surface leads to deriving higher values for
E/MACs by MD simulations. Therefore, it is more likely that E/MACs obtained by MD
simulations for a heavy argon gas match the experimental results.

Liao et al. [70] computed also E/MACs for Ar±Au and He±Au pairs using a molecular

Figure 2.6: Trajectories of noble gases in vicinity of Au surface. (a) Ar±Au pair; (b) He±Au pair. Red crosses
depict the y-coordinate of gas atoms as a function of simulation time.

beam approach based on the same ab-initio potential that was employed here. As it is
shown in Table 2.4, their results for E/MACs are lower than those obtained in this study.
In the case of molecular beam approach gas molecules adjacent to the surface are con-
sidered to interact only with wall atoms, and gas-gas interactions are ignored. While in
the case of the parallel plates approach due to presence of other gas molecules in the
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system, gas particles will be partly reflected back by other particles to the surface result-
ing in relatively more gas±wall interactions per molecule and therefore resulting in an
increase in thermal and momentum accommodation coefficients.

2.4. CONCLUSIONS
The energy and momentum accommodation coefficients of monoatomic gases (Ar and
He) on gold surface were determined through MD simulations. Initially, the impact of
gas pressure on computed accommodation coefficients was investigated. Reducing gas
pressure has a minor influence on accommodation coefficient values, whereas it can
considerably increase the MD simulations time.
The effect of gas-wall interaction strength on accommodation coefficients was studied
for different mixing rules, as well as for ab-initio pair potential. It was concluded that
larger energy well depths in potential energy function leads to higher accommodation
coefficients. For Ar±Au and He±Au gas-wall interactions, the energy well depth is over-
estimated for both Lorentz±Berthelot and for Fender±Halsey mixing rules resulting in an
overestimation of the E/MACs. In the case of Ar±Au, the Lorentz±Berthelot mixing rule
highly overestimates the potential well depth. This issue causes a fully saturated solid
surface in which computing the accommodation coefficients from numerical point of
view is not possible. It has been found out that the accommodation coefficients obtained
by pair potential based on ab-initio computations are always in a reasonable agreement
with experimental and numerical results in the relevant literature.
Comparing the obtained results for accommodation coefficients in this work with an-
other study in which a molecular beam MD approach was used to compute accommo-
dation coefficients reveals that gas±gas interaction is an important aspect that needs to
be taken into account in the transient Knudsen regime since it leads to an enhancement
in obtained accommodation coefficients.
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In rarefied gas flows, discontinuity phenomena such as velocity slip and temperature jump

commonly appear in the gas layer adjacent to a solid boundary. Due to the physical com-

plexity of the interactions at the gas-solid interface, particularly in the case of systems with

local nonequilibrium state, boundary models with limited number of parameters cannot

completely describe the reflection of gas molecules at the boundary. In this work, the Gaus-

sian mixture (GM) model, which is an unsupervised machine learning technique, is em-

ployed to construct a statistical gas-solid surface scattering model based on the collisional

data obtained from molecular dynamics (MD) simulations. The GM model is applied to

study Couette flow for different inert gases (Ar and He) confined between two parallel infi-

nite gold walls at different temperatures. A direct comparison between the results obtained

from the GM model and the Cercignani-Lampis-Lord (CLL) scattering kernel against the

MD collisional data in terms of the distribution of the predicted postcollisional velocities,

and accommodation coefficients has shown that the results from the GM model are an ex-

cellent match with the MD results outperforming the CLL scattering kernel. As an exam-

ple, for He gas, while the predicted energy accommodation coefficient by the CLL model

is more than two times higher than the MD predictions, the value computed by the GM

model is in excellent agreement with the MD results. This superior performance of the GM

model confirms its high potential to derive a generalized boundary condition in systems

encountered with highly nonequilibrium and complex gas flow conditions.

This chapter is published as a peer-reviewed article. Mohammad Nejad, S., Iype, E., Nedea, S., Frijns, A. and
Smeulders, D. Modeling rarefied gas-solid surface interactions for Couette flow with different wall tempera-
tures using an unsupervised machine learning technique. PHYSICAL REVIEW E, 104(1), p.015309 (2021).
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3.1. INTRODUCTION

Heat and momentum transfer of fluid flows in contact with surfaces in noncontinuum
or rarefied conditions has been an active research topic in numerous modern engineer-
ing applications such as vacuum technology, micro or nanoelectromechanical systems
(M/NEMS), astronautics, and particle sizing techniques used in the aerosol industry
[1, 89±91]. In these systems jump conditions for temperature and velocity, which man-
ifest themselves mainly at the gas-solid interfaces, are of crucial importance in com-
puting the drag force and heat transfer experienced at the solid surfaces. To simulate
the fluid flow in such systems under the moderately rarefied condition, that means a
Knudsen number (Kn) less than 0.1, the Navier Stokes (NS) equations may be used but
slip boundary conditions should be considered. However, for a higher degree of rarefac-
tion (Kn > 0.1) the NS equations break down and must be substituted by more sophis-
ticated equations such as Boltzmann equations. Computational-particle-based simula-
tion techniques such as direct simulation Monte Carlo (DSMC) [11], Lattice Boltzmann
Method (LBM) [61], and method of moments (MoM) [62] are commonly employed to
find approximate solutions to the different forms of the Boltzmann equation. Neverthe-
less, in all these simulation techniques, rigorous prescription of boundary conditions
at solid surfaces is the crucial parameter to guarantee the reliability of the simulation
results. Although the gas-surface interaction (GSI) has been long studied [59, 92, 93],
and a wide range of numerical models have been developed to describe it, a generalized
formalism applicable in varied applications is still missing. The most well-known avail-
able GSI models are phenomenological models expressed by scattering kernels, which
are probability density functions (PDF) correlating the velocity distributions of the gas
molecules before and after colliding with the solid surface.
The Maxwell model [59] is the oldest empirical GSI model. Maxwell postulated that a
fraction of the incident gas molecules was reflected in a diffuse manner, while the re-
maining part underwent a specular reflection. Despite its simplicity and acceptable ac-
curacy, the Maxwell model was incapable of reproducing the lobular patterns observed
in the molecular beam experiment [94]. Later on, to fulfill this shortcoming, Cercignani
and Lampis [92] developed a more elaborate scattering kernel, which was extended fur-
ther by Lord [93], and showed better performance compared to the Maxwell model [95].
The Maxwell and Cercignani-Lampis-Lord (CLL) models are controlled by one or sev-
eral constant parameters known as accommodation coefficients (ACs), which quantify
the energy and momentum exchange at the gas-solid interface and must be known a
priori. In fact, evaluating ACs is the major bottleneck in the performance of the afore-
mentioned empirical scattering models. This is due to the superposition of many factors
affecting GSI at the microscopic level, which causes a notable discrepancy among the
reported values for ACs in experimental and numerical studies [38,84,85,96]. Several in-
vestigations [95, 97±99] assessed the performance of the existing empirical GSI models.
Considering hard assumptions like, for instance, the usage of constant ACs for all im-
pinging gas molecules, assuming fixed functional relationships between the momentum
and energy ACs, as well as neglecting the interplay between different components of gas
molecule velocities, these models do not fully capture the physics behind the gas-wall
scattering process. Moreover, these models are not capable of capturing the flow prop-
erties in a highly nonequilibrium state, frequently present in M/NEMS. This involves, for
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instance, impinging or reflecting molecular gas fluxes for complex flow conditions and
for complex interfacial structures and conditions [97, 100]. To construct more reliable
scattering kernels some researchers extended the classical GSI models. For instance,
Struchtrup [22] incorporated a velocity dependent AC with classical Maxwell scattering
kernel. To describe gas scattering adjacent to an anisotropic surface, Dadzie and Me-
olans [19], as well as To et al. [20] proposed the usage of different ACs in each spatial di-
rection. However, these boundary models, due to higher number of tunable parameters,
are very complex to implement, and therefore have not been employed much in prac-
tice. To study Couette flow using DSMC simulations Yamamoto et al. [21], adapted the
Maxwell model by using different directional ACs to generate each velocity component.
Nevertheless, it was shown that the velocity correlations obtained from the Yamamoto
model can still be very different from the explicit wall simulations [66].
A promising approach to achieve a detailed understanding about GSI at the atomistic
level is molecular dynamics (MD) simulations, which has been successfully interplayed
with DSMC to study rarefied gas flow [101±103]. However, it is well known that MD
simulations are computationally expensive. A new class of scattering kernels, known as
nonparametric scattering kernels, were proposed in the literature [104±106]. The main
idea behind developing such models is to overcome some intrinsic limits of the existing
empirical GSI models, which are mainly caused by employing a limited number of fit-
ting parameters (i.e., accommodation coefficients). Generally speaking, in these mod-
els collision data obtained by MD simulations are directly used to construct the scat-
tering kernel and no additional parameters such as ACs are needed to be computed in
between. Assessment of the postcollisional velocities predicted by nonparametric GSI
models against the results obtained from the classical parametric GSI models, MD sim-
ulations results, as well as experimental studies confirm the superior performance of the
nonparametric GSI models.
Recently a new type of GSI model using the Gaussian mixture (GM) model, which is a ro-
bust unsupervised machine learning technique, was proposed by Liao et al. [33]. In the
aforementioned study, for training the GM model the collisional data obtained from the
molecular beam MD setup were utilized, in which only gas-wall interactions were taken
into account, and gas-gas interactions were ignored. The main advantage of using the
GM model over the classical scattering kernels is that since it does not require the use
of any ACs as input parameters, it maintains all the important physics included in the
collisional data. Investigating both smooth and rough atomic surfaces, they reported
a good performance of the GM model in predicting physical and statistical properties
of the gas-wall interfaces. However, it was shown that in many microgas flow systems
the adsorption of gas molecules on solid surfaces impacts the gas scattering from the
surfaces [73]. In the presence of the gas adsorbed layer, both the gas-gas and gas-wall in-
teractions are not negligible. To our knowledge, no GM-based model exists that includes
gas flows, gas-gas interactions, and highly nonequilibrium effects.
The main aim of the present work is to investigate the capability of the GM model in
the study of the rarefied gas-solid surface interactions in the case of systems encoun-
tered with highly nonequilibrium and flow conditions. Herein, considering that both
gas-gas and gas-wall interactions can influence the gas flow solution in the vicinity of
a solid wall, a nanochannel system consisting of two infinite parallel plates with Ar and
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He gases confined between them is chosen as a case study. A Couette flow was used to
study the influence of the wall velocity on the residence time of the gas molecules in the
interface region and the molecular scattering effects. Two types of systems, with walls
at the same temperature and with walls at different temperatures, are studied using MD
simulations. In each case, the performance of the GM model is evaluated in comparison
with the CLL model, as well as the original MD-obtained collision data. The evaluation
is carried out in terms of correlations between gas molecules’s velocities before and af-
ter colliding with the surface, the PDF of the postcollisional gas velocities, and predicted
ACs.

3.2. METHODOLOGIES

3.2.1. MD SIMULATION
The three-dimensional schematic diagram of the MD simulation setup is shown in Fig-
ure 3.1. The system model consists of two parallel walls including of 8750 Au atoms each
with either 800 Ar or 400 He atoms confined between them. In each wall Au atoms are ar-
ranged in a FCC lattice structure with a cross section area of 10 nm by 10 nm. The normal
distance between the walls d is fixed at 12 nm for Ar and 102 nm for He gas. The number
of gas atoms confined between the walls, and the distance between the walls were cho-
sen in a way that the Knudsen number remains in the early transition regime (0.1 < Kn <
1), and the pressure in the gas domain does not overpass the critical pressure (Pcr ) value
in the system (for Ar: Pcr = 4.89 MPa, and for He: Pcr = 0.23 MPa [107]). Therefore, for the
Ar-Au system the Knudsen number and the reduced density (η) are Kn = 0.2 and η = 0.02,
respectively. In addition, for the He-Au system Kn = 0.71 and η = 0.00045, respectively.

Figure 3.1: Schematic representation of the system under consideration for the MD simulations; d: distance
between the two walls; Tb : Temperature of the bottom wall;Tt : Temperature of the top wall; uw : Imposed
velocity on the walls.
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A Berendsen thermostat with a damping constant of 100 fs is employed to maintain
walls temperature at the desired values. Regarding the gas atoms, initially their temper-
ature is set at the 300 K. Afterwards, gas atoms are in a microcanonical ensemble (NVE)
and their temperature can only evolve through collisions with other atoms in the simu-
lation box.
In this system, periodic boundary conditions are applied in the directions parallel to the
wall (x,z) such that only a section of an infinite wall has to be modeled. The interaction
between Au atoms are modeled by the embedded atom model (EAM) potential [77]. The
gas-gas and gas-solid interactions are modeled by the Lennard-Jones (LJ) potential and
the potential parameters are listed in Table 3.1. It is noteworthy to mention that in the
atomistic study of the GSI, the pair potential parameters employed to describe the in-
teraction strength at the gas-solid interface are of prominent importance [108, 109]. It
has been shown that the interaction potentials based on mixing rules cannot accurately
describe GSI, and pair potentials based on the quantum calculations are the most reli-
able ones to study the GSI at the molecular scale [69, 75, 108]. Therefore, in this work
the gas-wall interaction potential parameters are calculated based on existing quantum
ab-initio computations [70]. To model the Couette flow condition, walls have been mov-
ing with the relative velocity difference of 2uw (see Figure 3.1). The speed ratio Sw is
defined as the ratio between the wall velocity uw and the most probable speed of the gas
at the temperature Tb : Sw = uwp

2kB Tb /mg
, where kB is the Boltzmann constant, Tb is the

temperature of the bottom wall, and mg is the mass of the gas atom.
In all the simulations, after performing the initial surface energy minimization, the MD
setup has been equilibrated at the desired temperature for 3 ns using the time step of
∆t = 1 fs and 0.5 fs for Ar-Au and He-Au systems, respectively. Once the system is fully
equilibrated the production run is started. To guarantee reliable statistics it is proceeded
for the next 25 ns and 100 ns for Ar-Au and He-Au systems, respectively. More details re-
garding the gathering collisional data based on the discussed MD simulation setup can
be found in our previous work [108]. All the MD simulations were performed using the
LAMMPS [81] molecular dynamics package.

Table 3.1: Lennard±Jones potential parameters

Atom pair ϵ (meV) σ (Å)
Ar-Au 11.36 3.819
He-Au 0.787 4.342
Ar-Ar 12.2 3.35

He-He 0.94 2.64

3.2.2. CLL SCATTERING KERNEL
When considering the flow of a dilute gas adjacent to a solid surface, prescribing the
proper boundary condition is the key factor for obtaining a reliable solution of the Boltz-
mann equation. In other words, it is of crucial importance to know how gas molecules
impinging with certain velocity with a surface will be reflected from it. In kinetic the-
ory analysis, the gas-surface interaction models are employed as boundary conditions
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for the Boltzmann equation. The GSI model, also called the scattering kernel, is defined
by the conditional probability density function f (v |v ′′′), which represents the probabil-
ity density that an impinging gas molecule with velocity v

′′′ is rebounced with velocity
v from the surface. The CLL model is the most accurate phenomenological gas-surface
collision model because of its relatively well-defined mathematical framework leading to
the satisfactory prediction of the scattering process. In the CLL model the gas molecule
velocity components in the tangential (vt ) and normal (vn) directions are assumed to be
independent from each other, and they can be determined through Eqs. (3.1) and (3.2),
respectively, as follows:

f C LL(vt |v ′
t ) =

1
p
παt (2−αt )

exp−
[vt − (1−αt )v ′

t ]2

αt (2−αt )
, (3.1)

f C LL(vn |v ′
n) =

2vn

αN E
exp

[

−
v2

n + (1−αN E )v ′
n

2

αN E

]

I0

[

2(
p

1−αN E )vn v ′
n

αN E

]

, (3.2)

where αt and αN E are the accommodation coefficients corresponding to the tangen-
tial momentum and normal kinetic energy, respectively. I0 denotes the modified Bessel
function of the first order and zeroth order. Here the velocities are normalized by

p
2RTw ,

where R is the specific gas constant ( kB

mg
) and Tw is the wall temperature. In this model, a

fixed empirical correlation is imposed between αt and the tangential energy accommo-
dation coefficient αT E , that is, αT E =αt (2−αt ). To generate new velocities after collision
according to the CLL scattering kernel the algorithm provided in the paper by Peddakotla
et al. [110] is employed, in which including a separate AC for each spatial direction as-
sists the comparison with MD simulation results.
Accommodation coefficients used normally to characterize the energy and momentum
exchange in the gas-solid interface are the main input parameters required in the CLL
model. In this work, to compute ACs the method proposed by Spijker et al. [66], which
also allows evaluating ACs for an isothermal system, is employed. In this approach, the
slope of the best least-squares linear fit of the MD obtained collisional data is used for
computing various ACs

αq = 1−
∑

i (Q i
I
−〈QI 〉)(Q i

R
−〈QR〉)

∑

i (Q i
I
−〈QI 〉)2

. (3.3)

where subscript q can refer to various gas molecule kinematic properties such as its mo-
mentum or kinetic energy in a certain direction. Q i

I
and Q i

R
represent the precollisional

and postcollisional value of the same property for the gas particle, respectively. The no-
tation 〈.〉 indicates the ensemble average of the molecular property Q.
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3.2.3. GAUSSIAN MIXTURE MODEL
The Gaussian mixture model is an unsupervised learning method, which found its ap-
plications in speech recognition [111], image, and pattern recognition [112, 113] among
many other areas. Generally, the GM model is categorized as a parametric model, but
due to the presence of the numerous fitting parameters in the model it retains the flex-
ibility of a nonparametric model. Therefore, it can be considered as a promising tool to
model high-dimensional data space. The idea of representing data as a collection of D-
dimensional Gaussians (D being the number of features) is desirable in its application to
predict scattering velocity distributions, which are also mostly Gaussians. A GM model
of the NG component Gaussians with mean vector µ⃗i and covariance matrix Σi is given
by Eq. 3.4.

p (⃗x) =
NG
∑

i=1
wi g

(

x⃗|µ⃗i ,Σi

)

(3.4)

where,

g
(

x⃗|µ⃗i ,Σi

)

=
1

(2π)D/2|Σi |1/2
exp

[

−
1

2
(⃗x − µ⃗i )′Σ−1

i (⃗x − µ⃗i )

]

The parameters ({wi , µ⃗i ,Σi } ∀ i in {1 · · ·NG }) in the model are optimized using the expectation-
maximization (EM) algorithm [114]. All calculations in this work used the GM model
package available in SCIKIT-LEARN [115] with all default settings except for the number
of Gaussians (NG ). In fact, in the case of training a GM model NG is the only parameter,
which needs to be assigned by the user. It plays the role of a fitting parameter in the
model and it has a direct impact on the performance of the model. Therefore, to prevent
the occurrence of overfitting or underfitting in the model defining an optimal value of
NG is crucial. A detailed discussion on the effect of NG is provided in section 3.3. Here,
the entire collisional data (i.e., pre and post collision velocities) obtained from MD sim-
ulations are considered as the training data for the GM model. This means the interplay
between different velocity components is already included in the model. After training
the model, using the optimum model parameters (wi , µ⃗i ,Σi ), the conditional form of the
scattering kernel required by coarse grained simulation techniques can be obtained as a
mixture of Gaussian functions.
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3.3. RESULTS AND DISCUSSION

3.3.1. DIFFERENT APPROACHES FOR FEEDING THE TRAINING DATA INTO GAUS-
SIAN MIXTURE MODEL

Considering the collision data obtained from MD simulations, the tangential velocity
components (v ′

x , v ′
z , vx , vz ) follow Gaussian distributions. However, the normal veloc-

ity components (v ′
y , vy ) follow a Rayleigh distribution. In Ref [33] the authors suggested

a preprocessing scheme (see Scheme − I in Figure 3.2). They mainly employed such
a scheme to transfer the normal velocity components from Rayleigh distribution to a
Gaussian distribution, to obtain the same distribution as the tangential velocity compo-
nents. This leads to a consistency in the overall distribution (Gaussian) with the basis
sets (also Gaussian) in the GM model. For this purpose, initially for each velocity pair
(v

′′′, v ) an implicit pair (−−−v
′′′,−−−v ) was added to the data set. Afterwards, implementing the

transfer function proposed in Ref [33] and given in Equation3.5 (step 2 in Scheme−I ) re-
sults in the Gaussian distributions for the normal velocity components (v ′

y
∗,MD , v∗,MD

y ).

T (ζ) =
√

2βer f −1
[

1−2exp

(

−
ζ2

2β

)]

,β=
kB Tg

mg
, (3.5)

T −1(ζ) =

√

√

√

√−2β ln

[

1

2
−

1

2
er f (

ζ
√

2β
)

]

, (3.6)

where Tg is the gas temperature and can be computed from the average gas kinetic en-
ergy.
In Ref [33], it was mentioned that applying the introduced preprocessing step on the in-
put data leads to a better performance of the GM model. However, it was not clarified
which were the key factors considered to play a role in analyzing the GM model perfor-
mance. Having a purpose slightly different than the one in Ref [33], that is in applying
the GM model to study the correlation between impinging and outgoing velocity compo-
nents in each direction rather than for overall kinetic energy, it was important to analyze
the impact of applying the transfer function in different steps on the molecular scatter-
ing results for different directions. Therefore, to investigate the impact of the proposed
scheme on the performance of the GM model in our system, two different approaches
for implementing the collision data obtained by MD simulations were employed. In the
first case (Scheme− I ), preconditioning was carried out before logging the collision data
into the GM model. In the second case (Scheme − I I ), as it is depicted in Figure 3.2,
MD simulations’s collisional data were directly fed into the GM model without using any
preprocessing. It is noteworthy to mention that in the first approach, all the obtained ve-
locity components by the GM model (vGM

x ,vGM
y ,vGM

z ) are Gaussian distributions. There-
fore, using the reverse transfer function proposed in Ref [33] and shown in Equation3.6
the normal velocity component is mapped back into the Rayleigh distribution, v∗,GM

y ,
(step 5 in Scheme − I ) to compare with the initial MD results. In Scheme − I I the pre-
dicted normal velocity component by the GM model resembles a Rayleigh distribution.
Therefore the obtained distributions can be used directly for the comparison purpose.
Herein, the system with walls at the same temperature (Tb = Tt = 300 K ), and without
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imposing any external velocity on the walls is used as a benchmark. The resulting veloc-
ity correlation distribution and PDF of the outgoing velocity for each molecular velocity
component in the case of the He-Au and Ar-Au systems are shown in Figures 3.3 and 3.4,
respectively.
As it is depicted in Figure 3.3, for the He-Au system both Scheme − I and Scheme − I I

approaches are in a good agreement with MD simulation results. In the case of Ar-Au
(see 3.4) the only notable difference between MD, Scheme − I , and Scheme − I I results
is in the PDF of the normal velocity component (last column, second row).
For the Ar-Au system, the number of Gaussian functions NG employed in the GM model
was increased to determine whether it can improve the predicted velocities by Scheme−
I I in the normal direction. In Figure 3.5, the PDFs for the normal velocity component
derived by Scheme − I based on NG = 100 (referred as Scheme − I100), Scheme − I I (re-
ferred to as Scheme − I ING ,100 ≤ NG ≤ 600), as well as MD results are represented. It is
shown that by increasing NG the results obtained by Scheme − I I converge towards the
results obtained by MD simulations and the Scheme − I model, and at NG = 600 it is in
excellent agreement with the other two methods.
In addition to the velocity correlations, the energy accommodation coefficient (EAC) was
also computed to evaluate the performance of the GM model based on the introduced
schemes for feeding the MD data into the model for training purposes. In each scheme
NG was varied from NG = 1 to NG = 1000. In Figure 3.6, it is seen that the variation in the
EAC with increasing NG is rather smoother in the case of Scheme − I . In addition, for
NG = 600 EAC computed by both GM models are in a perfect match with MD results.
From this analysis, it is deduced that generally Scheme − I has a better performance
than Scheme− I I . Therefore, in order to achieve high precision in the predicted velocity
correlations and computed ACs, in the remaining part of this work Scheme− I based on
NG = 600 is employed for training the GM model. The training of the model for each case
takes within 10 to 12 minutes on a regular laptop computer.
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Figure 3.2: Different schemes used to feed the collision data obtained by MD simulations into the GM model;
v ′

x
MD ,v ′

y
MD ,v ′

z
MD ,v MD

x ,v MD
y , and v MD

z are velocity components obtained from MD simulation, respec-

tively; v ′
x,y,z

∗,MD and v
∗,MD
x,y,z are transformed incoming and outgoing velocity vectors obtained from MD sim-

ulations; vGM
x ,vGM

y , and vGM
z are velocity components predicted by GM model; v

∗,GM
y is the normal velocity

component predicted by the GM model and mapped back into the Rayleigh distribution.

Figure 3.3: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents both in nm/ps for He-Au system. The dashed horizontal and diagonal lines indicate fully diffusive and
specular conditions, respectively. Red lines indicate the least-square linear fit of the data. In the last column
the corresponding probability density function for reflecting particles are shown. Scheme-I : uses preprocessed
MD results. Scheme-II : uses MD results without any preprocessing.
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Figure 3.4: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents both in nm/ps for Ar-Au system. The dashed horizontal and diagonal lines indicate fully diffusive and
specular conditions, respectively. Red lines indicate the least-square linear fit of the data. In the last column
the corresponding probability density function for reflecting particles has been shown. Scheme-I : uses prepro-
cessed MD results. Scheme-II : uses MD results without any preprocessing.

0 1.2

Velocity (nm/ps)

0

1.5

3
MD

Scheme-II
100

Scheme-II
200

Scheme-II
300

Scheme-II
400

Scheme-II
500

Scheme-II
600

Scheme-I
100

Figure 3.5: Impact of the number of Gaussian functions (NG )in the predicted velocity distribution in the nor-
mal direction by GM model in the case of Ar-Au system.Scheme − I100: Uses preprocessed MD results based
on NG = 100. Scheme − I I100≤NG≤600 : uses MD results without any preprocessing.
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Figure 3.6: Variation of the energy accommodation coefficient obtained from the MD simulation and the GM
model using different numbers of Gaussian functions NG .

3.3.2. PERFORMANCE EVALUATION OF GM MODEL

In the next step, the performance of the GM model in comparison with the CLL model,
which is one of the most used stochastic GSI models, and MD simulations results is stud-
ied. The comparison was carried out using the velocity correlation between impinging
and outgoing velocities, and the PDF of the outgoing velocities in each spatial direction.
Besides that, based on the predicted velocities via each of the GSI models, various ac-
commodation coefficients including the tangential momentum accommodation coeffi-
cients in the both x and z directions (αx ,αz ), the normal energy accommodation coeffi-
cient (αN E ), and the energy accommodation coefficient (αE ) are computed and verified
against the MD simulations results.
For both Au-Ar and Au-He systems, two kinds of physical problems are investigated. In
the first case study, the temperature of both walls are set to 300 K, and in the second
case, the temperature of the bottom wall surface Tb is set to 300 K, and that of the top
wall surface Tt is set to 500 K. Besides that, in both cases the impact of flow condition on
the performance of the GSI models was also investigated. As it is represented in Figure
3.1, to achieve this goal an external velocity is imposed to the bottom and top walls in
the −x and x directions, respectively. The following speed ratios are considered in the
simulations: Sw = 0.25 and Sw = 0.5. For each system the most significant results are
discussed in the main text and the remaining ones for Ar-Au system can be found in Ap-
pendix B (Figures B.1-B.4), and for He-Au can be found in Appendix C (Figures C.1-C.6).
Normally, to derive a machine-learning-based model for a system, two different sets of
data are required. The first set, called the training set, is used to derive the model pa-
rameters, and the second set, called the test set, is utilized to validate the model. In this
study, before gathering the collisional data for computing accommodation coefficients
(ACs) or training the GM model, it was ensured that the system has reached equilibrium
condition. Therefore, for each MD setup, characterized by a unique set of walls tem-
peratures and velocities, there will not be any noticeable difference in collisional data
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obtained from different MD simulations. To prove this, for a specific MD setup, two in-
dependent MD simulations were conducted. One used as the training set (MDtrain), and
the other one used as the test set (MDtest). For each setup, using a different seed number
in the Gaussian velocity generator, a different ensemble of initial velocities was created
for the gas atoms. The velocity correlations between impinging and outgoing veloci-
ties, the PDF of the outgoing velocities, and the computed ACs are represented in the
Appendix A (Figure A.1 and Table A.1). It was shown that the obtained results from the
MDtrain, MDtest, and the GM model are in perfect match with each other.

3.3.2.1. Ar-Au system

Figure 3.7 shows the velocity correlations and the outgoing velocity PDFs in the case of
a no-flow Ar-Au system, in which both walls have the same temperature (Tb = Tt = 300
K). It was observed when the gas and the both walls are in equilibrium state with each
other, the predicted results by the CLL and GM models are in a good agreement with the
ones obtained by MD simulations.
In the next step, the flow velocity was added to the system by imposing a velocity to the
walls in the the x-direction. As it is depicted in Figure 3.8, which belongs to the case of
Sw = 0.5, there is a good agreement between the predicted PDFs in the y and z directions
by both GSI models and the MD simulations’s results. On the contrary, in the x-direction,
which is the direction of the imposed velocity, the results predicted by the CLL model
deviate from the MD results while the results from the GM model are still in excellent
agreement with the MD results. Herein, the mean value of the reflected velocities ob-
tained from MD simulation and the GM model are 0.122 and 0.124 nm/ps, respectively.
While the predicted mean value using the CLL model is 0.00 nm/ps. It is noteworthy to
mention that for the system with Sw = 0.25 the same kind of trend has been observed
(see Appendix B). In this case, while the predicted mean velocities in the x-direction by
MD simulation and the GM model are 0.0627 and 0.063 nm/ps, respectively, the value
predicted by the CLL model is 0.001 nm/ps.
Figures 3.9 and 3.10 illustrate the resulting velocity correlations of impinging and re-
flected molecules after the collision with the bottom (cold) and the top (warm) walls in
the case, in which there is temperature gradient between the walls (Tb = 300 K,Tt = 500
K). It is seen that at the both walls the predicted results by the GM model are in perfect
match with the MD simulations results. However, the results obtained by the CLL model
for the tangential velocity components (vx ,vz ) at both walls slightly deviated from the
MD results at the peak of velocity PDFs.
The velocity distributions at the bottom wall for the system with temperature gradient
between the walls and flow condition with Sw = 0.5 are represented in Figure 3.11. Simi-
lar to the earlier cases, the predicted results from the GM model have a very good agree-
ment with MD simulations, while a mismatch is observed between results obtained by
MD simulations and the CLL model in the tangential directions. This mismatch is more
evident in the direction of imposed velocity (i.e., the x direction).
For the Ar-Au system, the computed ACs in the case of systems with the walls at the
same and different temperatures are reported in Tables 3.2 and 3.3, respectively. First of
all, by going through the results in the aforementioned tables it can be understood that
imposing the external velocity does not have a significant impact on the obtained ACs
on the walls. Such behavior was also reported in Ref [116], where a gas kinetic model
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was employed to study the GSI in a Couette flow system. Besides that, in the case of the
system with the walls at different temperatures (see Table 3.3) all the ACs computed on
the top wall are lower than the ones computed on the bottom wall. This behavior is due
to the higher surface temperature at the top wall and was also previously reported [66].
Considering the directional accommodation coefficients including αx , αz , αN E , it was
observed that the results obtained by both GSI models are in good agreement with the
MD simulation results. However, it is found that αE obtained by the CLL model is slightly
higher that the MD results, whereas the results obtained by the GM model is always in
perfect match with the MD ones.

Figure 3.7: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for Ar-Au system (Tb = 300 K, Tt = 300 K, Sw = 0). The dashed horizontal and diagonal lines
indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square linear fit of the
data. In the last column the corresponding probability density function for the reflecting particles is shown.
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Figure 3.8: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for Ar-Au system at the bottom wall (Tb = 300 K, Tt = 300 K, Sw = 0.5). The dashed horizontal
and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-
square linear fit of the data. In the last column the corresponding probability density function for the reflecting
particles is shown.

Figure 3.9: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for Ar-Au system at the bottom wall (Tb = 300 K,Tt = 500 K, Sw = 0). The dashed horizontal
and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-
square linear fit of the data. In the last column the corresponding probability density function for the reflecting
particles is shown.
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Figure 3.10: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for Ar-Au system at the top wall (Tb = 300 K, Th = 500 K, Sw = 0). The dashed horizontal and
diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square
linear fit of the data.In the last column the corresponding probability density function for the reflecting parti-
cles is shown.

Figure 3.11: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for Ar-Au system at the bottom wall (Tb = 300 K,Tt = 500 K, Sw = 0.5). The dashed horizontal
and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-
square linear fit of the data. In the last column the corresponding probability density function for the reflecting
particles is shown.
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Table 3.2: Tangential momentum (αx ,αz ), normal energy (αN E ), and energy (αE ) accommodation coefficients
for two parallel walls Ar-Au system with the walls at the same temperature at various speed ratios (Sw ), com-
puted using different stochastic approaches: CLL and GM models, and MD simulations.

Sw Model αx αz αN E αE

MD 0.876 0.888 0.91 0.873
0 CLL 0.877 0.886 0.91 0.947

GM 0.879 0.888 0.909 0.884
MD 0.879 0.88 0.916 0.878

0.25 CLL 0.873 0.878 0.914 0.95
GM 0.879 0.877 0.921 0.888
MD 0.868 0.873 0.903 0.87

0.5 CLL 0.864 0.88 0.901 0.94
GM 0.872 0.871 0.911 0.891

Table 3.3: Tangential momentum (αx ,αz ), normal energy (αN E ), and energy (αE ) accommodation coefficients
for two parallel walls Ar-Au system with a temperature gradient between the walls at various speed ratios
(Sw ),computed using different stochastic approaches: CLL and GM models, and MD simulations.B: bottom
wall; T: top wall.

Sw Model Wall αx αz αN E αE

MD B 0.886 0.884 0.91 0.873
T 0.775 0.777 0.856 0.792

0 CLL B 0.884 0.884 0.908 0.943
T 0.778 0.777 0.855 0.907

GM B 0.887 0.882 0.908 0.882
T 0.767 0.772 0.871 0.81

MD B 0.875 0.876 0.898 0.865
T 0.771 0.769 0.851 0.778

0.25 CLL B 0.877 0.881 0.899 0.937
T 0.772 0.766 0.848 0.901

GM B 0.877 0.88 0.903 0.883
T 0.772 0.773 0.851 0.79

MD B 0.876 0.875 0.897 0.869
T 0.76 0.761 0.844 0.773

0.5 CLL B 0.875 0.875 0.898 0.94
T 0.76 0.763 0.843 0.897

GM B 0.877 0.873 0.897 0.877
T 0.76 0.767 0.844 0.789
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3.3.2.2. He-Au system

The same sort of assessment was also carried out in the case of the He-Au system. The
velocity distributions for the system, in which both walls have the same temperature
(Tb = Tt = 300 K), without and with imposing the external velocity (Sw = 0.5) are shown
in Figures 3.12 and 3.13, respectively. Comparing the velocity correlations obtained by
the molecular simulations and the GSI models, the most significant observed difference
is that the results from the CLL model are narrower than those computed by the MD
simulations and GM model. Furthermore, inducing wall velocity (see Figure 3.13) does
not have any noticeable influence on the system behavior, and as it is also illustrated
in the aforementioned Figs, the velocity PDFs obtained by both GSI models are in ac-
cordance with the MD results. The resulting velocity distributions at the top wall of a
system, in which two walls are kept at different temperatures (Tb = Tt = 500 K), and en-
forced by an external wall velocity (Sw = 0.5) are depicted in Figure 3.14. Similar to the
previous system with the same wall temperatures, it is seen that also in this system, the
only considerable difference between the obtained results from the GSI models and MD
simulation is that, in terms of sparsity, the velocity correlation based on the GM model
and MD results resemble each other more. It is deduced that in comparison with the
Ar-Au system, in the current case introducing various kinds of perturbations, such as the
temperature difference between the walls or imposing an external shear flow on the sys-
tem does not affect the results obtained by MD simulation and GSI models, significantly.
This behavior is mainly caused by the essence of relatively weak interaction strength be-
tween He gas and Au surface, which leads to rather perfectly elastic reflection of the He
atoms from the Au surface. Tables 3.4 and 3.5 present various ACs obtained from the
employed GSI models, as well as MD simulations for the He-Au system without and with
a temperature gradient between the two walls, respectively. First of all, considering only
the MD-obtained results it is observed that the majority of ACs for the He-Au system
are one order of magnitude smaller than those obtained for the Ar-Au system for the
same system condition. This issue, which has been also reported in Ref [33], confirms
further the presence of the weaker interaction potential at the He-Au interface in the
comparison with the Ar-Au interface. Furthermore, it was noticed while the calculated
directional ACs based on the predicted velocities by both CLL and GM models are in a
good agreement with the MD results, the CLL model considerably overpredicts the value
of αE . However, the GM model shows high degree of accuracy in all the computed ACs.
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Figure 3.12: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for He-Au system (Tb = 300 K, Tt = 300 K, Sw = 0). The dashed horizontal and diagonal lines
indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square linear fit of the
data. In the last column the corresponding probability density function for the reflecting particles is shown.

Figure 3.13: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for He-Au system (Tb = 300 K, Tt = 300 K, Sw = 0.5). The dashed horizontal and diagonal lines
indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square linear fit of the
data. In the last column the corresponding probability density function for the reflecting particles is shown.
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Figure 3.14: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for He-Au system at the top wall (Tb = 300 K,Tt = 500 K, Sw = 0.5). The dashed horizontal and
diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square
linear fit of the data. In the last column the corresponding probability density function for the reflecting parti-
cles is shown.

Table 3.4: Tangential momentum (αx ,αz ), normal energy (αN E ), and energy (αE ) accommodation coefficients
for two parallel walls He-Au system with the walls at the same temperature at various speed ratios (Sw ), com-
puted using different stochastic approaches: CLL and GM models, and MD simulations

Sw Model αx αz αN E αE

MD 0.073 0.073 0.132 0.05
0 CLL 0.073 0.073 0.131 0.137

GM 0.074 0.073 0.13 0.052
MD 0.069 0.0.072 0.126 0.042

0.25 CLL 0.069 0.073 0.125 0.131
GM 0.0.07 0.0.07 0.131 0.046
MD 0.067 0.068 0.118 0.041

0.5 CLL 0.067 0.068 0.115 0.123
GM 0.068 0.068 0.115 0.043
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Table 3.5: Tangential momentum (αx ,αz ), normal energy (αN E ), and energy (αE ) accommodation coefficients
for two parallel walls He-Au system with a temperature gradient between the walls at various speed ratios
(Sw ),computed using different stochastic approaches: CLL and GM models, and MD simulations. B: bottom
wall; T: top wall.

Sw Model Wall αx αz αN E αE

MD B 0.072 0.07 0.126 0.045
T 0.0.079 0.083 0.137 0.046

0 CLL B 0.07 0.07 0.126 0.131
T 0.079 0.082 0.133 0.143

GM B 0.071 0.072 0.131 0.054
T 0.079 0.085 0.143 0.046

MD B 0.068 0.07 0.122 0.041
T 0.078 0.08 0.135 0.045

0.25 CLL B 0.067 0.07 0.121 0.127
T 0.077 0.08 0.13 0.14

GM B 0.066 0.071 0.121 0.042
T 0.079 0.079 0.131 0.047

MD B 0.066 0.067 0.108 0.036
T 0.079 0.076 0.124 0.039

0.5 CLL B 0.066 0.067 0.109 0.118
T 0.079 0.075 0.124 0.135

GM B 0.067 0.066 0.109 0.045
T 0.079 0.075 0.126 0.041
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3.4. CONCLUSIONS
In this study, the GM model, an unsupervised machine learning technique, is employed
to investigate the interfacial interactions between two noble gases (Ar,He) with Au solid
surface. The main advantage of the scattering kernel constructed based on the GM
model over the existing stochastic empirical scattering kernels is that its capability is
not restricted by the finite number of adjustable parameters, which are required to be
known in advance. The GM model uses a superposition of multivariate normal distribu-
tions to derive the probability density of a high-dimensional data space. Here the whole
collisional data obtained from MD simulation is used for training the model. This guar-
antees that the obtained model preserves all the important physics in the MD collisional
data. The performance of the model in the case of a thermally non-equilibrium, as well
as a system with moving walls, which are encountered in various applications involving
dilute gas, was evaluated. The assessment has been performed in terms of both statis-
tical and physical characteristics of the system, such as the velocity correlation between
incoming and outgoing velocities and the PDF of the outgoing velocities, as well as dif-
ferent accommodation coefficients obtained using the predicted postcollisional veloci-
ties by the model. Comparing the results obtained from the GM and CLL models, with
the MD results showed the excellent performance of the GM model. Therefore, in the
case of monoatomic gases, this model, as a generalized form of the collisional model,
can be coupled to the coarse-grained simulation techniques, such DSMC or LBM, and
removes the need for the computationally demanding MD simulations. To derive such a
generalized scattering kernel, a more extended data set including wider range of the wall
temperatures and velocities, as well as different values for gas density is required, and
this is in our plan for future studies. It is noteworthy to mention that the high accuracy
of the predicted post-collisional velocities by the GM model makes it also a promising
candidate for computing various important physical parameters at the gas-wall inter-
face, such as ACs, shear stress, and thermal conductance in the system with highly non-
equilibrium gas flow.
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This work proposes a new stochastic gas-solid scattering model for diatomic gas molecules

constructed based on the collisional data obtained from Molecular Dynamics (MD) simu-

lations. The Gaussian Mixture (GM) approach, which is an unsupervised machine learn-

ing approach, is applied to H2 and N2 gases interacting with Ni surfaces in a two parallel

walls system under rarefied conditions. The main advantage of this approach is that the

entire translational and rotational velocity components of the gas molecules before and

after colliding with the surface can be utilized for training the GM model. This creates the

possibility to study also highly nonequilibrium systems, and accurately capture the energy

exchange between the different molecular modes that cannot be captured by the classical

scattering kernels. Considering the MD results as the reference solutions, the performance

of the GM-driven scattering model is assessed in comparison with the Cercignani-Lampis-

Lord (CLL) scattering model in different benchmarking systems: the Fourier thermal prob-

lem, the Couette flow problem, and a combined Fourier-Couette flow problem. This as-

sessment is performed in terms of the distribution of the velocity components and energy

modes, as well as accommodation coefficients. It is shown that the predicted results by

the GM model are in better agreement with the original MD data. Especially, for H2 gas

the GM model outperforms the CLL model. The results for N2 molecules are relatively less

affected by changing the thermal and flow properties of the system which is caused by the

presence of a stronger adsorption layer.
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4.1. INTRODUCTION

Rarefied gas dynamics or the methods of discrete molecular gas dynamics are applied
in various cutting edge technologies, such as aerodynamics of the hypersonic vehicles,
semiconductor industry, micro-electro-mechanical systems, and micro/nanoporous me-
dia [1]. In the aforementioned applications usually the mean free path (λ) of the gas
molecules and the characteristic dimension (d) of the system are in the same order of
magnitude. This implies that knowing the details of discrete molecular behavior be-
comes of crucial importance in understanding flow physics. By increasing the degree of
rarefaction, quantified by means of the Knudsen number (K n = λ

d
), interactions between

gas molecules and the adjacent solid surfaces become more dominant than intermolec-
ular gas-gas collisions in determining the macroscopic gas flow characteristics [4, 117];
Accordingly, it is well established that for K n > 0.1 gas experiences significant nonequi-
librium phenomena, such as velocity slip and temperature jump at the vicinity of the sur-
face in the region known as the Knudsen layer. As a result, the continuum Navier-Stokes
equations are not applicable anymore to describe flow properties [117, 118]. Particle-
based numerical techniques, such as direct simulation Monte Carlo (DSMC) method [11]
and lattice Boltzmann method (LBM) [10] are being extensively employed for simulat-
ing rarefied gas flows. In addition to gas-gas molecular collision models, the successful
application of these numerical techniques depends upon the development of accurate
gas-surface interaction (GSI) models. However, despite devoting considerable efforts
over the last century towards developing realistic GSI models [15±18,21,23±25,119,120],
the physics of GSI phenomena are still not well understood, and reliable and generalized
GSI models to describe complex surface interactions and highly nonequilibrium flow in
modern engineering applications are still lacking.
In accordance with the probabilistic essence of the particle-based numerical approaches,
all commonly used GSI models have also been presented in probabilistic forms describ-
ing the relationship between the state of gas molecules before and after colliding with
the surface [4]. Generally, according to these models, it can be assumed that the state
of scattered molecules falls between two extreme situations: purely specular and purely
diffuse reflections. The proportion of diffuse scattering is determined by the so-called
accommodation coefficient (AC), which is a parameter to quantify the amount of mo-
mentum or thermal energy exchange between gas and solid. The Maxwell model [15] is
the simplest empirical GSI model, in which only the tangential momentum AC is used
in the model. It assumes that a fixed amount of gas molecules undergoes a fully dif-
fuse reflection, while the remaining part reflects specularly. However, Cercignani and
Lampis [16] observed that the Maxwell model was not able to capture the lobular pat-
terns seen in the molecular beam experiment. To tackle this deficiency, they used the
normal energy AC alongside the tangential momentum AC, and established a more real-
istic and mathematically more robust GSI model that better matched with experimental
data. The so-called Cercignani±Lampis (CL) model was extended by Lord [119], who
proposed the well-known Cercignani±Lampis±Lord (CLL) model and applied it into the
DSMC algorithm. Later, Lord extended the CL model even further to describe the scat-
tering of diatomic molecules from a solid surface [17].
Molecular Dynamics (MD) simulations is considered as a powerful computational tool
to study gas-solid interactions at the atomistic level. In fact, using MD simulations it
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is possible to directly track individual molecules under a wide range of conditions, and
gain a detailed understanding of momentum and energy exchange mechanism at a gas-
solid interface [49,65,121,122]. However, even with the help of fast computers it becomes
very difficult to use a full MD approach for modelling gas-solid interactions in a physical
system due to the huge computational costs.
Instead, recent approaches use the insight gained by the MD simulations to construct
more elaborated GSI models inspired by the aforementioned empirical scattering mod-
els. Nevertheless, the performance of these models relies significantly on the values of
the ACs used in these models, which act as calibration parameters. For instance, Ya-
mamoto et al. [21] extended the Maxwell GSI model based on the MD simulations re-
sults for N2-Pt system. Assuming no dependency between translational velocity com-
ponents, as well as the translational and rotational energy modes, they proposed us-
ing the tangential and normal momentum , and the translational and rotational energy
ACs to reproduce corresponding velocity and energy components. The main drawback
of the CLL model [17] is that the energy exchange between internal energy modes (e.g.
the rotational energy mode) and the translational energy mode cannot be described by
the model. To overcome this deficiency, Gorji and Jenny [24] extended the CLL model
and proposed a new scattering model that could account for energy transfer between
the internal and the translational energy modes. Based on the data obtained form the
molecular beam experiment, they showed that energy exchange between different en-
ergy modes can happen at highly nonequilibrium situations. Using MD simulations data
for calibration, they proposed a model with a relatively complex mathematical form,
which resulted from coupling a fully diffuse and the CLL model, and depends on five
different ACs.
In general, the accuracy of the empirical GSI models and their derivatives highly de-
pends on the values of ACs, and this issue has been addressed as the main disadvantage
of these models [41]. In fact, numerous parameters such as gas/solid materials, surface
cleanness and roughness, as well as gas/surface temperature can influence the obtained
results for the ACs. Therefore, to measure the ACs, accurately, all these parameters need
to be controlled properly at atomistic level. This task is considered highly challenging
either in an experimental study or MD simulation [38, 55, 123].
In the case of rarefied gas flow systems with complex flow conditions that are far from
thermal equilibrium a vast range of physical phenomena could happen at the gas-solid
interface that cannot be fully illustrated using a limited number of constant parameters.
To overcome such deficiency a new family of scattering kernels known as nonparametric
scattering kernels has been introduced recently [31, 32, 42]. Generally, in these works as
the first step based on the molecular beam setup, MD simulations have been carried out
to study the interactions between a specific gas-solid combination. Afterwards, based
on the collisional data gathered from the MD simulations and without using any ACs as
an intermediate parameter a specific probability density function (PDF) estimation ap-
proach was employed to drive the probabilistic form of the scattering kernel.
Artificial intelligence and machine learning are other promising tools than can be em-
ployed to directly construct a probabilistic GSI model from the MD simulations data
[33, 34, 44]. As an example the Gaussian Mixture (GM) approach, which is an unsuper-
vised machine learning method was used by Liao et al. [33] to construct a scattering
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kernel for monoatomic gases based on the MD data obtained from the molecular beam
simulation. In our previous work [34], due to the crucial importance of the gas absorbed
layer in the early transition regime (0.1 < Kn <1) on the energy and momentum transfer
at gas/solid interface, instead of the molecular beam approach, we used a two parallel
walls MD setup as a reference system. We employed the GM model to construct a GSI
model for monoatomic gases. Comparison of the obtained results from the GM model
against the CLL scattering model in different physical conditions proved the superiority
of the GM model. Wu et al. [44] introduced a GM model for N2-Pt interactions using
a molecular beam approach. Neglecting gas-gas interactions, they studied the effect of
wall roughness on ACs and reflected velocity distributions. To the best of our knowledge,
there is no GM-based scattering kernel for diatomic gases that, including gas-gas inter-
actions, can deal with adsorption-related problems.
In this study, the GM model is used to construct a GSI model for diatomic gas molecules
interactions with a given surface. Here, H2 and N2 gases are considered as the case
studies, due to their numerous engineering applications, and very different molecular
masses. At the first step, MD simulations have been carried out for H2 and N2 gases
confined between Ni walls. Afterwards, the pre and postcollisional translational and ro-
tational velocities of the gas molecules are utilized for the training the GM model. Do-
ing so, the interplay between different velocity components, as well as the energy ex-
change between the translational and rotational energy modes that are likely to occur in
nonequilibrium situations are implicitly taken into account in the model. The perfor-
mance of the GM based scattering model is examined against the CLL model in some
important benchmark thermal problems such as the Fourier thermal problem, the Cou-
ette flow problem, and the combined Fourier-Couette flow problem. The examination is
carried out in terms of various statistical and physical parameters.

4.2. METHODOLOGIES

4.2.1. MD SIMULATION MODEL

The MD simulation setup used in this work consisting of Ni walls in contact with H2 or
N2 gas, is presented in Figure 4.1. Each Ni wall is formed by five layers of FCC planes
of solid Ni with a cross sectional area of 10.8 nm by 10.8 nm. The distance between the
bottom and the top walls, d , is 30 nm. The outermost layer in each wall is kept fixed in
order to prevent the translational movement of the walls in the y-direction. Diatomic gas
molecules are considered as rigid rotors with a fixed bond length of 0.7414 Å and 1.097 Å
for H2 and N2, respectively [124]. The total number of gas molecules confined between
the two Ni walls is decided in such a way that the mean free path, λ, of gas molecules
remains around 10.5 nm, which results in the Knudsen number of K n = 0.35 for both
systems.
Periodic boundary conditions are applied along x and z directions. The embedded atom
model (EAM) potential [125] is employed to model the interactions between Ni atoms.
The non-bonded interactions between gas-gas and gas-wall atoms are modeled using
COMPASS force field [126], in which a Lennard-Jones (L-J) 9-6 function is employed
to describe the interactions. For two atoms of the same kind the potential parameters
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(ϵi i ,σi i ) can be found in the COMPASS database [127]. However, for a mixture of two
different atoms the potential parameters are calculated using the sixth-power Waldman-
Hagler combining rules [128]:

ϵi j = 2
√

ϵi i ϵ j j

[

σ3
i i

.σ3
j j

σ6
i i
+σ6

j j

]

(4.1)

σi j =
[

σ6
i i
+σ6

j j

2

]

1
6

(4.2)

Figure 4.1: Schematic representation of the simulation model; d : distance between the two walls; Tb : Tem-
perature of the bottom wall; Tt : Temperature of the bottom wall; uw : Prescribed velocity on the walls.

All the gas-gas and gas-wall interatomic potential parameters used in this study are
listed in Table 4.1. The cutoff distance for gas-gas and gas-wall interactions are set at
2.5σi i and 10 Å, respectively.
In the first step, for each MD simulation setup, the energy minimization is performed by
iteratively adjusting atom positions. In the next step, each wall is equilibrated at the de-
sired temperature level using Nose-Hoover thermostat [48] (NVT), while gas molecules
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are modeled in the microcanonical ensemble (NVE), and their temperature can only
change by exchanging kinetic energy with other molecules in the simulation box via col-
lisions. However, in order to accelerate the equilibration process, the velocity compo-
nents of gas molecules are initially sampled from a Gaussian distribution with a mean

value of 0.0 and a standard deviation of

√

kB Ta

2mg
, where Ta is the average value of the bot-

tom and top wall temperatures, and mg is the mass of gas molecule.
To model the Couette flow condition, as it is depicted in Figure 4.1, the top wall moves
with the velocity uw , whereas the bottom wall has the velocity −uw . Herein, the speed
ratio Sv is assigned as

Sv =
uw

√

2kB Tb/mg

(4.3)

where Tb is the temperature of the bottom wall. In order to attain the desired λ and
Kn in the systems, all simulation setups are equillibrated for 3 ns to reach the required
temperature and pressure with a time step of 0.5 and 1.0 fs for H2-Ni and N2-Ni systems,
respectively. Afterwards, the production run is followed, which is carried on for 25 ns
for H2-Ni system and 60 ns for N2-Ni system. All MD simulations are conducted using
LAMMPS [129] package.

Table 4.1: Lennard±Jones potential parameters

Atom pair ϵ (eV) σ (Å)
Ni-Ni [130] 6.6e−1 2.239

H-H 9.29e−4 1.421
H-Ni 1.19e−2 2.016
N-N 2.57e−3 3.8
N-Ni 1.61e−2 3.408

4.2.2. SCATTERING KERNEL
In the transitional flow regime (0.1 < Kn < 10) the Boltzmann equation must be employed
as the governing equation to solve the problems of gas flows. Having a precise and de-
tailed understating of boundary conditions is crucial in order to guarantee the reliability
of the simulation results, while considering flows of gas around bodies or adjacent to a
solid surface. The boundary condition defines the relation between the incoming and
outgoing gas molecular velocity distributions, f (v

′′′) and f (v ), at the boundary surface.
It can be represented generally through the scattering kernel R(v |v ′′′) as

vn f (v ) =
∫

v ′
n<0

|v ′
n |R(v |v ′′′) f (v

′′′)d v
′′′, vn > 0 (4.4)

Here, v
′′′ and v are the translational velocities of the center of mass (COM) for the incom-

ing and outgoing molecules, respectively. The velocities vn and v ′
n are the corresponding

normal components of the molecular velocities directed into the gas domain and nor-
mal to the surface. The scattering kernel R(v |v ′′′) denotes the probability that a stream
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of incoming gas molecules with velocity in [v
′′′, v

′′′+d v
′′′] will be bounced off with a new

velocity in the interval of [v , v +d v ]. However, in the case of a diatomic gas molecule, in
addition to the translational velocity components, the rotational velocity vectors (ω′′′,ω)
need to be taken into account, as well. Therefore, the scattering kernel must be substi-
tuted by R(v ,ω|v ′′′,ω′′′) and the probability density must be substituted by f (v ,ω). The
CLL model is the most accurate empirical scattering kernel that commonly used in di-
atomic rarefied gas flow simulations, and it is given in the following form [17]

RC LL(v ,ω|v ′′′,ω′′′) =
2vn

π2αt (2−αt )αnαr o
exp

[

−
[vt −

p
1−αt v

′′′
t
]2

αt (2−αt )

]

×exp

[

−
v2

n + (1−αn)v ′
n

2

αn

]

I0

[

2(
p

1−αn)vn v ′
n

αn

]

×exp

[

−
(ω−

p
1−αr otω

′′′)2

αr ot

]

(4.5)

where αt , αn , and αr ot are the accommodation coefficients corresponding to the tan-
gential momentum, normal translational kinetic energy, and rotational energy, respec-
tively. vt represents the tangential velocity vector and I0 is the modified Bessel function
of the first kind and zeroth order. The translational (v

′′′,v ) and rotational (ω′′′,ω) velocity

vectors are normalized by

√

2kB Tw

mg
and

√

2kB Tw

I
respectively. Here, Tw describes the wall

temperature and I is the mass moment of inertia of the diatomic gas molecule. The al-
gorithm and formulas used in this work to generate post-collisional velocities according
to the CLL scattering kernel are given in Ref. [24]. The required accommodation coef-
ficients in Equation 4.5 are calculated using the proposed method in Ref. [49], which is
based on the least-squares approximation on the collisional data containing impinging
ΦI and reflected ΦR quantities

αφ = 1−
∑

i (Φi
I
−〈ΦI 〉)(Φi

R
−〈ΦR〉)

∑

i (Φi
I
−〈ΦI 〉)2

(4.6)

where φ can be related to the different kinetic properties of the gas molecules such as
its center of mass velocity in a certain direction, as well as its translational Etr = 1

2 mg v
2,

rotational Er ot = 1
2 Iω2 or total Etot = Etr +Er ot kinetic energy. Collisions are tracked by

defining a virtual plane at a distance of one gas-wall interaction cutoff radius away from
the walls (rpl ane = rcuto f f = 10 Å). Collisional data are recorded when the geometric cen-
ter of mass of the molecule crosses the virtual plane. The final data sets gathered from
MD simulations of different systems include between 100,000 to 150,000 data points.

4.2.3. GAUSSIAN MIXTURE MODEL
Gaussian mixture (GM) model is a probabilistic clustering approach for illustrating nor-
mally distributed subset within an overall dataset. The GM model typically does not
require knowing from which subset a data point comes, and the model learns the sub-
sets automatically. Having this feature, the GM model is identified as an unsupervised
machine learning technique. Due to its robustness and flexibility, the GM model has
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been utilized in a wide variety of important practical situations such as language identi-
fication, anomaly detection, pattern recognition, signal processing, and object tracking
of multiple objects [131±134].
In the GM model a superposition of M-dimensional Gaussian functions is employed to
estimate the probability density function of data X as:

p (X ) =
K
∑

i=1
ρi N

(

X |µ⃗i ,Σi

)

(4.7)

where K is the number of Gaussians. ρi , i = 1,2, ...,K are the mixture component weights
with the constraint that

∑K
i=1ρi = 1, µ⃗i is the mean vector, and Σi is the covariance ma-

trix. N
(

X |µ⃗i ,Σi

)

are the components density functions, which are indeed M-dimensional
normal distributions given by

N
(

X |µ⃗i ,Σi

)

=
1

(2π)M/2|Σi |1/2
exp

[

−
1

2
(X − µ⃗i )′Σ−1

i (X − µ⃗i )

]

(4.8)

The model parameters (ψ= {ρi , µ⃗i ,Σi } ∀ i in {1 · · ·K }) are determined using the expectat-
ion-maximization (EM) optimization algorithm [135]. However, before implementing
the EM algorithm to estimate the GM model parameters, it is essential to define the
model attributes such as the type of covariance matrix [33] (e.g. spherical, diagonal, tied,
or full) and the number of Gaussians. In this work, the full covariance matrix has been
applied that has the best performance, and it is taken as the default covariance matrix
in the SCIKIT-LEARN [115] package used to implement the GM model. The number of
Gaussians is a crucial parameter that is required to be specified adequately by the user
to avoid underfitting or overfitting in the model, and it directly affects the accuracy and
the computational cost of the model. To determine the optimal K, a sensitivity analysis
has been carried out. It is discussed in detail in the Appendix D. From this analysis, in
this work K = 500 and K = 450 are used as the number of Gaussians for H2-Ni and N2-Ni
systems, respectively.
The collisional data used to train the GM model is a 10-dimensional dataset including
impinging and outgoing translational velocities of the COM of the molecules (v ′

x , v ′
y , v ′

z ,-
vx , vy , vz ), as well as impinging and outgoing rotational velocities of the molecules (ω′

1,ω′
2-

,ω1,ω2). Including both translational and rotational degrees of freedom for training
purpose indicates that the possible energy transfer between translational and rotational
modes in the case of nonequilibrium condition is taken into account in this model. From
each dataset obtained from a specific MD simulation, 75% of the trajectories (consisting
of translational and rotational velocities), along with a desired number of Gaussians, are
fed into the GM model for training. The remaining data is used for validation purpose.
Here, except the normal velocity components (v ′

y , vy ) that follow a Rayleigh distribution,
the other velocity components follow a Gaussian distribution. As it has been compre-
hensively discussed in our previous work [34], the GM model performs better when all
the components of the original MD data have Gaussian distributions. Therefore, exploit-
ing the preprocessing scheme proposed by Liao et al. [33], the normal velocity compo-
nents have been transferred from Rayleigh to Gaussian distributions. Firstly, for each
normal velocity pair (v ′

y , vy ), its equivalent inverse (−v ′
y ,−vy ) is added to the dataset.
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Secondly, using the following scheme (Equation. 4.9) the distributions of the normal ve-
locity components are transferred from Rayleigh to Gaussian:

T (θ) =
√

2βer f −1
[

1−2exp

(

−
θ2

2β

)]

,β=
kB Tg

mg
(4.9)

where Tg refers to the gas temperature and can be computed using the average trans-
lational kinetic energy of the gas. The first step of preprocessing scheme doubles the
size of velocity data in the normal direction. Therefore, half of the final obtained data
is chosen and used for training alongside with the other components in the dataset. In
accordance with the distribution of the final data used for training the GM model, the
obtained velocities from the model also have Gaussian distribution. Hence, to compare
the model predictions with the initial MD results, the predicted velocity components in
the normal direction are transformed back into the Rayleigh distribution as follows:

Z (θ) =

√

√

√

√−2β ln

[

1

2
−

1

2
er f (

θ
√

2β
)

]

(4.10)

4.3. RESULTS AND DISCUSSION
This section is divided into three main parts. The first part is devoted to validate the MD
simulations approach used in this work to study the diatomic gas-solid surface interac-
tions. In the second part the performance of the GM and CLL scattering models in three
thermal problems, commonly encountered in rarefied gas flow systems, are investigated.
Finally, in the last part based on the density profiles extracted from the MD simulations,
the reasons for different behavior of H2 and N2 gases in terms of thermal behaviors and
flow properties are discussed.

4.3.1. MD SCHEME VALIDATION
Using experimental results, our aim is to validate first the force fields used in the simula-
tions and secondly to prove the suitable methods to extract ACs from MD data. Here, the
tangential momentum accommodation coefficient (αx ), and the total thermal energy
accommodation coefficient (αtot ) for H2-Ni and N2-Ni systems obtained from the MD
simulations are compared with the corresponding experimental values in the literature.
For this, we replicated the experimental conditions using a two parallel plates setup [136]
(Tb = 288 K, Tt = 308 K, Sv = 0) in the MD simulations.
From MD simulations for H2-Ni system the values of αx and αtot computed on the bot-
tom wall were 0.953 and 0.316, respectively. With regard to αx , no measurement on Ni
surface was found in the literature. Knowing that surface material has minor impact on
the value of αx [39], the results on the other metal surfaces have been used for the com-
parison purpose. Herein, the reported experimental value of αx for H2 on Bronze surface
is 0.94 [55], which is consistent with the value computed in this work. Besides that, for
H2-Ni an empirical study showed that αtot = 0.293 [137], which is in good agreement
with the MD obtained value.
In the case of N2-Ni, the results obtained from MD simulations are αx = 0.87 and αtot =
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0.869. The reported values for αx on different surfaces are in the range of 0.84 < αx <
1 [39]. Referring to αtot , the value reported by Amdur et al. [137] for N2-Ni is 0.823, which
is consistent with the value computed in this work. Based on the presented results it can
be deduced that the choice of the intermolecular potentials and the atomic schemes to
study GSIs in this work are quite reliable for studying further the three thermal problems
we want to investigate.

4.3.2. GM MODEL ASSESSMENT
Using the MD simulations results for H2-Ni and N2-Ni as the reference solutions, we aim
to assess the performance of the GM and CLL scattering models in predicting the gas
velocities after the collision with the solid walls.
Three different benchmark problems, namely the Fourier thermal problem, the Cou-
ette flow problem, and the combined Fourier-Couette flow problem are examined. In
the case of the Fourier thermal problem, the bottom wall has the temperature Tb =300
K, while the temperature of the top wall is Tt =300 K (named the isothermal walls sys-
tem) or 500 K (named non-isothermal walls system). For the Couette flow problem, the
considered velocity ratios are Sv =0.2 or 0.4, and both walls have the same tempera-
tures Tb = Tt =300 K. For the combined Fourier-Couette flow problem, using the non-
isothermal wall system as the initial system, different velocity ratios (Sv =0.2 or 0.4) are
imposed on the walls. The training of the GM model in each case study is carried out
separately. For each case study the most significant results are addressed in the main
text, while the remaining ones for H2-Ni and N2-Ni can be found in Appendix E and Ap-
pendix F, respectively.
To generate the outgoing velocities based on the CLL model, first of all, the required ACs
including TMAC in x and z-directions (αx ,αz ), αn , and αr ot are computed using the col-
lected MD collisional data from each specific case study. Afterwards, the post-collisional
velocities are generated by using the computed ACs according to the method described
in Ref. [24]. In the case of the systems with moving walls, the value of the imposed veloc-
ity at the wall (uw ) is added to the all velocity components generated by the CLL model
in the direction of wall movement (Vx, f i nal =Vx,C LL +uW ).
The evaluation of the aforementioned stochastic GSI models has been carried out in
terms of the correlation between the incoming and outgoing translational velocity com-
ponents of COM (Vx ,Vy ,Vz ), different energy modes of the gas molecules (Etr ,Er ot ,Etot ),
as well as the PDF of the outgoing velocity components or the energy modes. To compare
the resulted PDFs in a quantitative manner, the Kullback-Leibler divergence (KLD) [138]
also known as information divergence or relative entropy is employed. KLD, as the most
commonly used information criterion for evaluating the model discrepancy, is being
used frequently in machine learning studies to measure the difference between the ac-
tual and observed or predicted probability distributions. Suppose p(x) and q(x) are two
PDFs on the same probability space χ, the KLD is defined as

K LD(p(x)||q(x)) =
∑

xϵχ
p(x)l n

p(x)

q(x)
d x, (4.11)

where x can be referred to the velocity or energy data obtained from either MD simu-
lations or GSI models. To calculate p(x) and q(x), the related data space is evenly seg-
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mented into n bins. The density in each bin is computed by counting the number of
samples in the bin. In addition to the correlations and PDFs, the corresponding ACs for
the aforementioned kinetic features of the gas molecules have been used for the assess-
ment purpose.
All the aforementioned properties are tested because, as it will be shown in the following
section, in some case studies even if PDFs or ACs are in agreement, velocity correlations
can be different affecting the heat transfer predictions.

4.3.2.1. H2-Ni system

The velocity and energy distributions determined by the atomistic simulations and dif-
ferent GSI models for the isothermal Fourier thermal problem are plotted in Figure 4.2. It
is seen that in this case study, which resembles the fully equilibrium situation in the sys-
tem, there is a perfect match between the correlation plots and PDFs of the partial trans-
lational velocity components, and the rotational energy mode. However, Etr clouds of
the MD simulation and the GM model are slightly narrower than the CLL model. Since
Etot = Etr +Er ot , this mismatch is propagated into the Etot cloud, as well. This issue
can be also deduced from the values of the ACs in Table 4.2, in which various ACs of the
Fourier thermal problem for the H2-Ni system are presented. It is observed that there is a
perfect match between the values of αx , αy , αz , and αr ot obtained from the GM and CLL
scattering models with the MD simulations, while the values of αtr and αtot obtained
from the wall scattering models are larger than the values obtained directly from the MD
simulations. However, in comparison with CLL results, the values obtained from the GM
scattering model are much closer to the MD results.
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Figure 4.2: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of the isothermal Fourier thermal problem for H2-Ni system at
the bottom wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection,
respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last column the
corresponding probability density functions of translational velocity components and energy modes for the
reflecting particles are presented

The correlation plots and the PDFs at the bottom wall of the non-isothermal Fourier
thermal system are shown in Figure 4.3. While the correlation plots acquired form the
GSI models for the translational velocity components are in good agreement with the
MD simulations results, a deviation is observed around the peak values in the PDFs ob-
tained from the CLL model(e.g. see the PDF of Etr in Figure 4.3). Since the peak value
in such distributions provides a measure of temperature, predicting higher peaks by the
CLL model implies that gas molecules accommodate more to the surface, and this leads
to a lower temperature for the reflected gas molecules. The predicted outgoing trans-
lational velocities by the statistical GSI models, and the original MD results were em-
ployed to compute the temperature of the gas after colliding with the surface. The post-
collisional gas temperature according to the MD results and the GM model were 377.51
and 374.23 K, respectively. However, the CLL model gave the outgoing temperature of
315.1 K. This underprediction of the temperature confirms the aforementioned state-
ment. With regard to the various energy modes of the gas molecules, the results from the
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GM model are always in a reasonable agreement with the MD simulation results. How-
ever, the correlation plots and the PDFs obtained based on the CLL model for Etr and
Etot deviate from the MD results, which predict the reflection in a more diffuse man-
ner according to the CLL model. On the contrary, the predicted Er ot by the CLL model
matches well with the MD data, although looking to the correlation plots, the MD data
are more dispersed than the CLL scattering model results. Based on the predicted trans-
lational velocity components and the energy modes by the GM and CLL GSI models, the
KLD coefficient between these models and the original MD results were computed (see
Figure 4.4a). It is seen that the deviation between the CLL model and the MD results are
2 orders of magnitudes larger than the deviation between the GM model and MD results.
By looking at the reported ACs of this case study (see Table 4.2) it is inferred that similar
to the previous case study the results from the GM model in comparison with the CLL
model are overall in a better agreement with the MD simulations results. Comparing the
values of the ACs in this case study with the isothermal Fourier problem, it is noted that
all the computed ACs are slightly lower. This is inline with the previously observed trend
of decreasing AC by increased kinetic energy of the gas molecules [37,64] that in this case
study is caused by having higher temperature at the top wall.
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Figure 4.3: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of the non-isothermal Fourier thermal problem for H2-Ni
system at the bottom wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular
reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last
column the corresponding probability density functions of the translational velocity components and energy
modes for the reflecting particles are presented
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Figure 4.4: The Kullback Leibler divergence of the translational velocity components and different energy
modes of H2-Ni system determined by GM and CLL scattering models; (a) non-isothermal Fourier thermal
problem at the bottom wall; (b) Couette flow problem (Sv = 0.4) at the bottom wall; (c) combined Fourier-
Couette flow problem (Sv = 0.4) at the top wall.

Table 4.2: Tangential momentum (αx ,αz ), normal momentum (αy ), translational (αtr ), rotational (αr ot ), and
total (αtot ) energy accommodation coefficients of the Fourier thermal problem for H2-Ni system (Tb = 300

K), computed using different scattering kernels: GM and CLL models, and MD simulations.B: bottom wall; T:
top wall.

Tt Model Wall αx αy αz αtr αr ot αtot

MD B 0.958 0.797 0.955 0.526 0.666 0.326
300 GM B 0.958 0.798 0.954 0.558 0.700 0.379

CLL B 0.959 0.783 0.955 0.880 0.666 0.810

500

MD
B 0.928 0.748 0.820 0.452 0.600 0.234
T 0.923 0.777 0.924 0.473 0.600 0.274

GM
B 0.927 0.747 0.933 0.481 0.634 0.296
T 0.921 0.776 0.922 0.507 0.636 0.340

CLL
B 0.929 0.713 0.930 0.859 0.601 0.776
T 0.922 0.774 0.926 0.864 0.595 0.775
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Figure 4.5 shows the scattering results based on the MD simulations, and the em-
ployed stochastic GSI model for Couette flow problem with Sv =0.4. It is seen that the
GM model results are in good agreement with the MD simulation results. However, in
the case of the CLL model, except for the rotational energy, the other energy modes
(Etr ,Etot ), as well as the partial velocity components (Vx ,Vy ,Vz ) significantly deviate
from the MD results. For the tangential velocity components the obtained ACs are sim-
ilar. This can be understood by comparing the slope of the red lines in the correlation
graphs obtained from the MD simulations and the scattering models in the tangential
directions, as well as the values of αx and αz reported in Table 4.3. However, the shape
of the resulted velocity clouds obtained from the CLL model are different from the ones
resulted from the original MD data and the GM model. In both tangential directions the
CLL results have ellipsoidal shapes, and look symmetrical around the horizontal dashed
line. However, MD simulation correlation graphs in the tangential directions are more
concentrated around the diagonal lines. In fact, MD results show that in case the mag-
nitude of the incoming velocity is large, there is a strong correlation between incoming
and outgoing velocities. This causes that the velocity clouds become narrower in their
ending points around the diagonal line at high velocities (see Figure 4.5). Comparison of
the tangential velocity clouds from the employed GSI models with the MD results indi-
cates that the aforementioned behaviour can be captured by the GM model, and not by
the CLL model.
KLDs based on the obtained scattering results in this case study are shown in Figure 4.4b.
Comparing the GM results with the non-isothermal Fourier system (see Figure 4.4a), the
most noticeable difference is a higher KLD value for Vx component in the current case
study (2.5 times higher), indicating relatively poor performance of the GM model here.
However, the deviation of the CLL model and the MD results are much more noticeable
in this case study. The ACs obtained from MD simulations, and different GSI models for
Couette flow problem are reported in Table 4.3. It is seen that αx , αy , and αz obtained
from both scattering models agree well with the MD simulation results. With regard to
the energy ACs, αr ot obtained from the CLL model has a slightly better match with MD
results than the value obtained from the GM. However, while the values of αtr and αtot

obtained from CLL are significantly larger than the MD results, the results based on the
GM model are in a reasonable agreement with the MD ones. Comparing the ACs pre-
sented in Table 4.3 with the ones for the fully equilibrium system in Table 4.2, it can be
deduced that imposing a velocity at walls resulted in decreasing the value of all the ACs.
In addition, increasing the velocity ratio from Sv =0.2 to 0.4, the value of αtot decreased
by half. This inverse correlation was also observed by Uene et al. [139].
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Table 4.3: Tangential momentum (αx ,αz ), normal momentum (αy ), translational (αtr ), rotational (αr ot ), and
total (αtot ) energy accommodation coefficients of the Couette flow problem for H2-Ni system at different
speed ratios (Sv ), computed using different scattering kernels: GM and CLL models, and MD simulations

Sv Model αx αy αz αtr αr ot αtot

MD 0.942 0.743 0.933 0.432 0.610 0.220
0.2 GM 0.940 0.742 0.931 0.466 0.651 0.284

CLL 0.941 0.713 0.932 0.855 0.615 0.777
MD 0.854 0.655 0.846 0.307 0.477 0.105

0.4 GM 0.853 0.660 0.844 0.351 0.526 0.183
CLL 0.854 0.570 0.845 0.809 0.477 0.700

Figure 4.5: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of Couette flow problem (Sv =0.4) for H2-Ni system at the
bottom wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection,
respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last column the
corresponding probability density functions of the translational velocity components and energy modes for
the reflecting particles are presented



4

66
4. DEVELOPMENT OF A SCATTERING MODEL FOR DIATOMIC GAS- SOLID SURFACE

INTERACTIONS BASED ON GAUSSIAN MIXTURE APPROACH

The scattering plots obtained from the GSI models together with the reference MD
solutions for the combined Fourier-Couette flow problem (Sv =0.4) at the top wall of the
system are depicted in Figure E.5. Again, it is seen that the results from the GM model are
in a good agreement with the MD results. On the other hand, the CLL model except for
the rotational energy mode, does not show a good performance in predicting the other
energy modes, as well as the translational velocity components. Similar to the previous
case study, for the tangential velocity components, the sharper tips of the velocity clouds
along the diagonal lines observed in MD data are captured just by the GM model, and
can not be seen in the CLL model results.
The computed KLDs for this case are presented in Figure 4.4c. Significant difference be-
tween the performance of the employed GSI models has been observed also here. For
example, KLDs for Etr , and Etot obtained from CLL are 3 order of magnitudes larger
than the corresponding values obtained from the GM model. With regard to Vx , Vy , Vz ,
and Er ot , the computed values based on the CLL model are 2 order of magnitudes larger
than GM results.
The ACs associated with different velocity components and energy modes for the com-
bined Fourier-Couette flow system are listed in Table 4.4. It is shown that, similar to the
previous case studies, both GSI models have an acceptable accuracy in predicting αx ,
αy , αz , as well as αr ot . However, while the GM model results for αtr and αtot are just
slightly higher than the MD results, there is a significant discrepancy between the re-
sults obtained from the CLL model and MD simulations. Comparing the results shown
in Table 4.4 with those in Tables 4.3 and 4.2, the first observation is that in general the
ACs in the combined Fourier-Couette flow case studies are lower. In fact, having the
top wall at higher temperature together with imposing a wall velocity transfers consid-
erable amount of kinetic energy to the gas domain, which leads to less accommodation
of the gas molecules at the walls surface. The second observation is related to the per-
formance of the GM model across these three case studies. Comparing the values of αtr

and αtot obtained from the MD simulation and the GM model, it is seen that as the sys-
tem goes towards higher non-equilibrium state, the deviation between the GM model
and the original MD results increases.
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Figure 4.6: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of the combined Fourier-Couette flow problem for H2-Ni
system at the top wall (Sv = 0.4). The dashed horizontal and diagonal lines demonstrate fully diffusive and
specular reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In
the last column the corresponding probability density functions of the translational velocity components and
energy modes for the reflecting particles are presented
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Table 4.4: Tangential momentum (αx ,αz ), normal momentum (αy ), translational (αtr ), rotational (αr ot ), and
total (αtot ) energy accommodation coefficients of the combined Fourier-Couette flow problem for H2-Ni

system at different speed ratios (Sv ), computed using different scattering kernels: GM and CLL models, and
MD simulations.B: bottom wall; T: top wall.

Sv Model Wall αx αy αz αtr αr ot αtot

0.2

MD
B 0.913 0.705 0.904 0.379 0.544 0.155
T 0.913 0.726 0.896 0.397 0.556 0.190

GM
B 0.912 0.709 0.908 0.421 0.593 0.232
T 0.916 0.726 0.892 0.435 0.590 0.259

CLL
B 0.913 0.647 0.904 0.831 0.544 0.738
T 0.908 0.718 0.893 0.838 0.559 0.745

0.4

MD
B 0.812 0.633 0.801 0.274 0.418 0.075
T 0.808 0.646 0.805 0.286 0.420 0.092

GM
B 0.807 0.633 0.802 0.314 0.479 0.155
T 0.813 0.649 0.807 0.328 0.480 0.167

CLL
B 0.812 0.527 0.800 0.791 0.419 0.667
T 0.808 0.591 0.804 0.796 0.420 0.670
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4.3.2.2. N2-Ni system

The resulting scattering plots of the non-isothermal Fourier thermal problem for the N2-
Ni system at the top wall are depicted in Figure 4.7. It is seen that the correlation graphs
and the PDFs of the reflected translational velocity components, as well as the energy
modes obtained from both GSI models match with the atomistic simulation results. The
computed KLDs based on the employed scattering models are presented in Figure 4.8a.
It is seen that unlike H2-Ni system, KLDs obtained from both GSI models are in the same
order of magnitude. However, the results of the GM model still show less deviation in
comparison with the CLL model (e.g. for Etot : KLDCLL= 2.2 KLDGM). Different ACs ob-
tained for this case study are listed in Table 4.5. It is observed that the ACs based on
the GM and CLL scattering models are in good agreement with the reference MD re-
sults. However, the value of αtot predicted by the GM model is closer to the MD results
in comparison with the CLL model. Furthermore, changing the top wall temperature
from Tt =300 K to 500 K, so going from the isothermal to the non-isothermal system, did
not have any noticeable impact on the values of the ACs. This means that different from
H2-Ni system, here ACs are not dependent on the temperature in the system.
Figure 4.9 represents the scattering plots for the Couette flow problem (Sv =0.4) at the
bottom wall. It is shown that all velocity components, as well as the energy modes
predicted by the scattering models agree well with the MD results. However, in the x-
direction the original MD and GM results are more skewed, while the correlation graph
obtained from the CLL model seems very symmetric around the horizontal dashed line.
The computed KLDs for this case study (see Figure 4.8b) also confirm the observed dis-
crepancies in the scattering plots. It is shown that the measured KLD for Vx based on the
CLL model is the highest one. The impact of such deviation can be seen also in relatively
larger values of Etr and Etot obtained from the CLL scattering model. Different ACs for
the Couette flow system are listed in Table 4.6. Similar to the previous case study, quite
acceptable performance in terms of predicting ACs was observed from the GSI models.
Furthermore, based the reported values in Tables 4.5 and 4.6, it can be deduced that nei-
ther imposing velocity at walls nor increasing the velocity ratio from Sv =0.2 to 0.4 have
any noticeable impact on the values of the ACs.
The correlations and PDFs graphs for the Fourier-Couette flow problem at the bottom
wall (Sv =0.4) are depicted in Figure 4.10. From this figure, the most notable difference
between the performance of the employed GSI models is seen just in the shape of the
clouds in the tangential directions. It is shown that the tips of the Vx and Vz components
obtained from MD simulations and the GM model at high velocities are sharper than the
CLL results. In addition, the overall shape of the clouds for Vx from MD simulations and
GM are not symmetric, while the Vx component obtained from the CLL model is sym-
metric around the horizontal dashed line. The KLDs for this case study are presented in
Figure. 4.8c. Similar to the previous case studies, superior performance of the GM model
can be also noticed here. Comparing the KLDs from CLL in this case study with the ones
for the Couette flow problem (see Figure 4.8b), it can be inferred that imposing a wall
velocity together with having walls with different temperatures induced larger deviation
of the CLL predictions from the reference MD results. The calculated ACs for this case
are listed in Table 4.7. Again, it is seen that both GSI models can predict ACs with good
accuracy. However, the value of αtot obtained from the GM model has a slightly bet-



4

70
4. DEVELOPMENT OF A SCATTERING MODEL FOR DIATOMIC GAS- SOLID SURFACE

INTERACTIONS BASED ON GAUSSIAN MIXTURE APPROACH

ter agreement with the MD results as compared with the value obtained from the CLL
model. Comparing the results at different velocity ratios, it can be argued that similar to
the Couette flow problem, here also increasing the velocity ratio merely affects the val-
ues of the ACs, which was different in the case of H2-Ni system. Looking to the original
MD data, the possible reasons for different thermal behaviors of the reflected H2 and N2

molecules are discussed in the following section.
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Figure 4.7: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of the non-isothermal Fourier thermal problem for N2-Ni
system at the top wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular
reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last
column the corresponding probability density functions of the translational velocity components and energy
modes for the reflecting particles are presented
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Figure 4.8: The Kullback Leibler divergence of the translational velocity components and different energy
modes of N2-Ni system determined by GM and CLL scattering models; (a) non-isothermal Fourier thermal
problem at the top wall; (b) Couette flow problem (Sv = 0.4) at the bottom wall; (c) combined Fourier-Couette
flow problem (Sv = 0.4) at the bottom wall.

Table 4.5: Tangential momentum (αx ,αz ), normal momentum (αy ), translational (αtr ), rotational (αr ot ), and
total (αtot ) energy accommodation coefficients of the Fourier thermal problem for N2-Ni system (Tb = 300

K), computed using different scattering kernels: GM and CLL models, and MD simulations.B: bottom wall; T:
top wall.

Tt Model Wall αx αy αz αtr αr ot αtot

MD B 0.873 0.965 0.873 0.912 0.863 0.878
300 GM B 0.869 0.968 0.868 0.920 0.881 0.891

CLL B 0.871 0.976 0.871 0.976 0.867 0.941

500

MD
B 0.856 0.960 0.857 0.906 0.804 0.855
T 0.907 0.959 0.916 0.931 0.892 0.903

GM
B 0.856 0.959 0.855 0.910 0.821 0.886
T 0.907 0.957 0.912 0.930 0.907 0.912

CLL
B 0.856 0.966 0.856 0.975 0.802 0.917
T 0.911 0.968 0.921 0.978 0.888 0.948
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Figure 4.9: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of Couette flow problem (Sv =0.4) for N2-Ni system at the
bottom wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection,
respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last column the
corresponding probability density functions of the translational velocity components and energy modes for
the reflecting particles are presented
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Table 4.6: Tangential momentum (αx ,αz ), normal momentum (αy ), translational (αtr ), rotational (αr ot ), and
total (αtot ) energy accommodation coefficients of the Couette flow problem for N2-Ni system at different
speed ratios (Sv ), computed using different scattering kernels: GM and CLL models, and MD simulations

Sv Model αx αy αz αtr αr ot αtot

MD 0.873 0.968 0.873 0.911 0.857 0.873
0.2 GM 0.874 0.967 0.881 0.910 0.873 0.881

CLL 0.876 0.975 0.873 0.978 0.864 0.940
MD 0.865 0.968 0.872 0.917 0.862 0.879

0.4 GM 0.860 0.967 0.867 0.907 0.873 0.874
CLL 0.864 0.973 0.873 0.974 0.859 0.937
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Figure 4.10: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational ve-
locity components in [Å/ps] and energy modes in [eV] of combined Fourier-Couette flow problem for N2-Ni
system at the bottom wall (Sw = 0.4). The dashed horizontal and diagonal lines demonstrate fully diffusive
and specular reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data.
In the last column the corresponding probability density functions of the translational velocity components
and energy modes for the reflecting particles are presented
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Table 4.7: Tangential momentum (αx ,αz ), normal momentum (αy ), translational (αtr ), rotational (αr ot ), and
total (αtot ) energy accommodation coefficients of the combined Fourier-Couette flow problem for N2-Ni

system at different speed ratios (Sv ), computed using different scattering kernels: GM and CLL models, and
MD simulations.B: bottom wall; T: top wall.

Sv Model Wall αx αy αz αtr αr ot αtot

0.2

MD
B 0.856 0.959 0.855 0.907 0.812 0.856
T 0.902 0.960 0.908 0.931 0.894 0.903

GM
B 0.856 0.960 0.856 0.907 0.829 0.863
T 0.906 0.958 0.916 0.934 0.904 0.904

CLL
B 0.856 0.961 0.858 0.971 0.814 0.921
T 0.906 0.954 0.909 0.972 0.899 0.946

0.4

MD
B 0.850 0.962 0.856 0.904 0.812 0.855
T 0.910 0.967 0.908 0.934 0.897 0.906

GM
B 0.849 0.962 0.852 0.908 0.831 0.867
T 0.909 0.965 0.906 0.932 0.905 0.906

CLL
B 0.853 0.966 0.856 0.975 0.809 0.923
T 0.917 0.973 0.909 0.980 0.894 0.947
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4.3.3. IMPACT OF THE ADSORPTION LAYER ON BEHAVIOR OF REFLECTED

GAS MOLECULES

In this part, the MD simulations results for H2-Ni and N2-Ni systems are studied more
elaborately, in order to gain further insight on the behavior of H2 and N2 under differ-
ent thermal and flow conditions. Here, the variation of the local number density of the
gases across the channel height (y-direction) is examined for each benchmark problem.
The results for H2-Ni are shown in Figure 4.11. It is seen that for the systems, in which
both walls have the same temperature (see Figure 4.11a), in general, the density near the
walls is higher than the bulk density. The density peak at the gas-solid interface indi-
cates the physical adsorption of the gas molecules at the solid surface. This has been
also observed previously [74, 83]. It is seen in this figure that by imposing velocity at the
walls the density peaks near the walls are diminishing, and at Sv =0.4, the density peaks
are lowest. In fact, increasing Sv causes a lower residence time of gas molecules at the
surface. For instance, for the isothermal Fourier thermal problem the residence time
(tRES) is 1270 ps, while for the Couette flow problem with Sv =0.4, the obtained value is
tRES=957 ps. The gas adsorption layer inducing a longer gas-solid interaction time leads
to an increased heat transfer at the boundary layer. Higher ACs obtained for the Fourier
thermal problem in comparison with the Couette flow problem (see Tables 4.2 and 4.3)
also confirms this effect. The number density profiles for H2-Ni benchmark systems with
the walls at different temperatures are presented in Figure 4.11b. It is shown that at the
bottom wall (Tb =300 K) the density peak is higher than the density peak at the top wall
(Tt =500 K). However, similar to the isothermal walls systems, the reducing effect of the
imposed wall velocity on the magnitude of the density peaks adjacent to the walls is also
observed here. For the combined Fourier-Couette flow problem (Sv =0.4) at the top wall
the value of the number density is even lower than the bulk value. Such behavior has not
been observed previously. However, it is noteworthy to mention that, due to high sur-
face temperature in combination with a high wall velocity (uW = 629m/s), an enormous
amount of the kinetic energy is added to the gas molecules. Such an extreme situation
can not be studied experimentally, and the main objective of choosing it in this work was
the trend study of the scattering models. The obtained ACs for this case are the lowest
among the all studied cases for H2-Ni system.
Figure 4.12 represents the local number density variations of different case studies for
N2-Ni system. The molecular mass of N2 is considerably higher than H2 (mN 2 = 14mH2 ).
This fact together with a stronger gas-wall interaction potential between N2 and Ni leads
to more predominant adsorption for N2 molecules. This can be also deduced from the
considerable deviation of the number density in the vicinity of the walls from the bulk
number density, as shown in Figure 4.12. Furthermore, the formed layer is strongly at-
tached to Ni surface. Unlike H2-Ni system, imposing a velocity at the walls does not have
any noticeable impact on the density profiles. However, in the case of the system with
non-isothermal walls (see Figure 4.12b) the number density at the top hot wall is lower
than the bottom cold wall, and this trend is in accordance with the one already observed
for H2-Ni system.
As already mentioned, higher adsorption of gas molecules at the surface causes an en-
hancement in thermal energy exchange at the gas-solid interface. However, it was ob-
served by Sun et al. [74] that there is a limit for such enhancement. Basically when the



4

78
4. DEVELOPMENT OF A SCATTERING MODEL FOR DIATOMIC GAS- SOLID SURFACE

INTERACTIONS BASED ON GAUSSIAN MIXTURE APPROACH

solid surface is fully covered by gas molecules and there is no more space for further ad-
sorption, the energy transport properties do not increase anymore. In fact, under such
circumstances gas phase molecules actually collide mainly with the other gas molecules
present in the gas layer at the solid surface. Consequently, there is no further energy ex-
change caused by gas-wall interactions. Our results show that for N2-Ni system the solid
surface is fully saturated with gas molecules, and the interfacial heat transfer is highly
dominated by the presence of the gas adsorbed layer. Therefore, changing the charac-
teristics of the system such as imposing a velocity at the wall or increasing the wall tem-
perature does not have any significant impact on the thermal properties of N2 molecules
after colliding with the Ni surface. This is also reflected in the values of various ACs in
different case studies for N2-Ni system reported in section 4.3.2.2, that are very close
to each other. On the other hand, in the case of H2-Ni system the adhesion force be-
tween H2 molecules and Ni surface is very weak, which is mainly due to the relatively
low weight of H2 molecules. Hence, the thermal characteristics of the H2-Ni interface
are very likely to change by imposing some perturbations in the system. This can be also
realized by different shapes of the correlation graphs, as well as different values of com-
puted ACs for the various studied benchmark systems in section 4.3.2.1 .

Figure 4.11: Number density profiles for H2-Ni system with (a) Isothermal walls (Tb = Tt = 300 K); (b) non-
Isothermal walls (Tb = 300, Tt = 500 K)
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Figure 4.12: Number density profiles for N2-Ni system with (a) Isothermal walls (Tb = Tt = 300 K); (b) non-
Isothermal walls (Tb = 300, Tt = 500 K)
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4. DEVELOPMENT OF A SCATTERING MODEL FOR DIATOMIC GAS- SOLID SURFACE

INTERACTIONS BASED ON GAUSSIAN MIXTURE APPROACH

4.4. CONCLUSIONS

In this work, an unsupervised machine learning technique, known as the GM model,
is applied to construct a scattering model for diatomic gas molecules (H2, N2) interact-
ing with the solid Ni surface. The main reason behind using this specific technique is
that GM is considered as one of the most efficient probabilistic machine learning tech-
niques that can be used to cluster a general dataset, in which the subsets follow Gaussian
distributions. The GM scattering model is constructed from the superposition of K mul-
tidimensional Gaussian functions, each determined by a mean vector and covariance
matrix. Therefore, the GM scattering model is categorized as a parametric model. How-
ever, since the number of employed parameters is not limited as the classical paramet-
ric scattering kernels, the GM model is much more flexible. Here, the entire incoming
and outgoing translational and rotational velocity components obtained from the MD
simulations are used for training of the model. This guarantees that the model is able
to describe all possible phenomena caused by inelastic gas-surface collisions when the
system is in a highly non-equilibrium condition.
Using the original MD simulation results for H2-Ni and N2-Ni as reference solutions, the
performance of the GM scattering model is compared with the CLL scattering model in
different thermal problem that are commonly faced in rarefied gas flow systems. It is
observed that for H2-Ni changing the wall temperature or imposing an external velocity
at the walls considerably affects the behaviour of postcollisional gas molecules. While
the GM scattering model can predict such behavior with good accuracy, the results of
the CLL model in non-equilibrium conditions highly deviate from the MD results. Nev-
ertheless, by going toward extremely non-equilibrium situations the performance of the
GM model slightly degrades, but it still outperforms the CLL model.
On the other hand, for N2-Ni case changing the system characteristics does not have a
noticeable impact on the kinetic features of N2 molecules after reflecting from the sur-
face. Here, the shape of the correlation graphs, the PDF of the outgoing translational
velocity components and energy modes, as well as the computed ACs in different bench-
mark systems remain more or less the same. In this case, in general, the predictions from
both the employed stochastic scattering models are in a good agreement with the MD
results. However, also here the GM results are slightly in better agreement with the MD
data.
To shed some lights on the possible reasons behind very different behaviors of H2 and
N2 gases in the studied systems, the variation of the local number density of the gas
molecules in each system obtained from the conducted MD simulations have been in-
vestigated. It is observed that in the case of N2-Ni the solid surface is saturated with
gas molecules and applying different perturbations at the walls, such as increasing the
temperature or imposing an external velocity, does not have a considerable impact on
the amount of adsorbed gas molecules. Consequently, the incoming gas molecules from
the bulk of the gas towards the surface mainly encounter other gas molecules that are
stuck at the surface, and they do not really exchange energy with Ni molecules. However,
for the H2-Ni the adsorption layer is less dominant. As a result, changing wall features
(temperature or velocity) has relatively more impacts on the behavior of reflected gas
molecules in the case of H2 than for N2.
The observed high precision of the GM predictions indicates that it can be considered a
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promising candidate to compute important discontinuity phenomena such as temper-
ature jump and velocity slip in rarefied gas flow systems. In addition, the accuracy of the
GM model results indicates the high potential of this approach to construct a general-
ized scattering kernel for diatomic gas-solid surface interactions. Nevertheless, a more
extended dataset, including a wider range of wall temperatures and gas densities, is re-
quired to construct such a model. Further studies will be devoted to these problems.
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In Chapters 3 and 4 the GM approach was employed to derive the GSI models for monoatomic
and diatomic gases, respectively. However, in the aforementioned chapters, the GM
model was trained separately for each set of collisional data gathered from an MD sim-
ulation for specific temperatures, pressures and wall velocities. In this chapter, we in-
vestigate the capability of the GM approach in deriving a generalized GSI model for
monoatomic and diatomic rarefied gases interacting with solid surfaces. Here, two par-
allel walls systems: Ar-Au and H2-Ni are chosen as the case studies. In a two parallel
walls system, gas pressure and surface temperature are among the potential candidates
that can affect the behavior of gas molecules after reflecting from the walls. Therefore,
MD simulations at different pressures and surface temperatures are initially performed
for each gas-surface pair. Before implementing the GM model, the obtained results from
different MD simulations for Ar-Au and H2-Ni systems are assessed. The main objective
of such assessment is to pick up the more influential parameter and train the GM model
to predict the impact of that parameter on the post-collisional behavior of gas molecules.
In the case of the Ar-Au system, the assessment is carried out by comparing the velocity
distributions and total energy accommodation coefficient (EAC) in different case stud-
ies. For H2-Ni, the distributions of translational velocity components and different en-
ergy modes, as well as various energy accommodation coefficients (αtr ,αr ot ,αtot ) are
used for the assessment purpose.
It is noteworthy to mention that, previously, in Chapter 2, it was shown that increasing
pressure causes a slight enhancement in the values of EAC for the Ar-Au system. How-
ever, for the sake of completeness of this chapter, a similar kind of assessment is also
performed here.

5.1. EFFECT OF GAS PRESSURE ON THE POST-COLLISIONAL BE-
HAVIOR OF MONOATOMIC GAS MOLECULES

The MD simulation setup used for the Ar-Au system is similar to the one explained in
Chapter 3. The only difference is the normal distance between the walls, which is fixed
at d = 20 nm in the current case. Two benchmark systems are considered: the isother-
mal walls system (Tb = Tt = 300 K), and the non-isothermal walls system (Tb = 300 K, Tt

= 500 K). For each benchmark system, the number of gas molecules confined between
the walls is altered in such a way that the pressure does not exceed critical gas pressure
Pcr (Pcr-Ar = 4.86 MPa [107]). The velocity correlation between impinging and outgoing
velocity components, as well as the PDF of the outgoing velocities for different values of
gas pressure related to the isothermal and non-isothermal systems at the bottom wall,
are depicted in Figures 5.1 and 5.2, respectively. In these systems, the gas pressure is
increased from 0.4 MPa to 4 MPa. Such an enhancement in the pressure leads to a re-
duction in the degree of rarefaction in the system from Kn = 1 to Kn = 0.1. Looking at
the velocity correlations obtained at different pressures, it is seen that at low pressure (P
= 0.4 MPa), the velocity clouds in the tangential directions (x,z) are more concentrated
around the dashed diagonal line, indicating more specular reflection at the low pres-
sure. However, by increasing the pressure, the shape of the velocity clouds in the tan-
gential directions slightly changes, and gradually they become more condensed around
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the horizontal line. Other than that, it is observed that changing pressure does not have
any notable impact on the general shape of the velocity correlations in the normal di-
rection, as well as the probability density functions (PDFs) of the outgoing velocities in
both isothermal and non-isothermal systems.
The variations of the EAC with the gas pressure in the isothermal and non-isothermal
systems are presented in Figure 5.3. It is seen that increasing pressure leads to obtaining
higher EAC in both systems. Although that the bottom wall temperature in the isother-
mal and non-isothermal case are identical, the EAC in the isothermal case is about 2%
(at 4MPa) to 9% (at 0.4MPa) larger than in the non-isothermal case. This has probably to
do with an increase in average gas temperature, resulting in a lower EAC. With increasing
pressure (decreasing Kn) this difference becomes smaller: this is probably due to more
intermolecular collisions (and thereby exchanging energy with other molecules) before
a gas molecule hits the cold wall after leaving the hot wall. In the case of the isothermal
system (see Figure 5.3a), increasing the pressure from 0.4 MPa to 4 MPa causes a 14%
enhancement in the value of EAC. Similar behavior is observed in the case of the non-
isothermal system (see Figure 5.3b), in which increasing the pressure of the confined gas
between the walls from 0.4 MPa to 4 MPa leads to 17% and 14% enhancement in EAC
computed at the bottom and top walls, respectively. Such an enhancement of EAC in
both case studies, can be also detected just by looking to the correlations plots of the
systems (see Figures 5.1 and 5.2). It is shown in these plots that by increasing the pres-
sure, the slope of the red lines for each velocity component gets closer to the horizontal
line indicating a higher AC for the system. Similar pressure dependency has been also
observed in an empirical study performed by Thomas and Brown [82].

Figure 5.1: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in [Å/ps] for isothermal Ar-Au system at the bottom wall at different pressures. The dashed horizontal
and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-
square linear fit of the data. In the last column the corresponding probability density functions for the reflect-
ing particles are shown.
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Figure 5.2: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in [Å/ps] for non-isothermal Ar-Au system at the bottom wall at different pressures. The dashed hori-
zontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the
least-square linear fit of the data. In the last column the corresponding probability density functions for the
reflecting particles are shown.

Figure 5.3: The values of energy accommodation coefficient (EAC) at different pressures for: (a) isothermal
Ar-Au system (b) non- isothermal Ar-Au system.
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5.2. EFFECT OF SURFACE TEMPERATURE ON THE POST-COLLISIONAL

BEHAVIOR OF MONOATOMIC GAS MOLECULES
The same MD setup described in Section 5.1 is employed to characterize the impact of
surface temperature on the post-collisional behavior of Ar molecules. The bottom wall
temperature is kept constant at Tb = 300 K, while the temperature of the top wall (Tt ) is
changed in the range of 200 K to 600 K. The Kn number in all these simulations is kept
constant at 0.25. The obtained velocity distributions at the top wall for different surface
temperatures are depicted in Figure 5.4. Looking at the correlations graphs, it is inferred
that by increasing the surface temperature, the slope of the red line, hinting at the value
of AC, is gradually going towards the diagonal line. This means Ar molecules are less ac-
commodating to the Au surface at higher temperatures. In addition, it is observed that
the PDFs of the outgoing velocities at different surface temperatures are quite distinc-
tive. As it was already pointed out in Chapter 4, the pick of the velocity PDF refers to the
gas temperature that can be computed based on the average kinetic energy of the gas
molecules. In general, a higher pick denotes a lower temperature. The trends observed
in the plotted PDfs in Figure 5.4 are in accordance with this fact. The variation of EAC
with the surface temperature at the top wall is shown in Figure 5.5. It is observed that
increasing the surface temperature from 200 K to 600 K leads to a 22% reduction in the
value of EAC. Similar temperature dependency has been also reported in experimental
studies [38].
Comparing the impact of gas pressure and surface temperature on the post-collisional
behavior of Ar molecules, it is deduced that in the considered range of pressure and tem-
perature, the impact of the surface temperature on EAC is slightly more prominent than
the pressure. However, referring to the shown velocity distributions, while changing the
gas pressure does not have any significant impact on the PDF of the outgoing velocities
obtained from different systems, the surface temperature has a considerable impact on
the PDFs of the outgoing velocities. Therefore, in the case of the Ar-Au system, the sur-
face temperature is used as the target variable included in the training of the GM model.
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Figure 5.4: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in [Å/ps] for Ar-Au system at the top wall at different surface temperatures. The dashed horizontal and
diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square
linear fit of the data. In the last column the corresponding probability density functions for the reflecting par-
ticles are shown.

Figure 5.5: Variation of the energy accommodation coefficient (EAC) with surface temperature for Ar-Au sys-
tem at the top wall.
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5.3. EFFECT OF GAS PRESSURE ON THE POST-COLLISIONAL BE-
HAVIOR OF DIATOMIC GAS MOLECULES

The dimensions of the MD simulation setup used here are the same as the one demon-
strated in Chapter 4. The number of H2 molecules between the Ni surfaces is altered
in such a way that the pressure of the gas in bulk does not overpass the value of criti-
cal pressure (Pcr-H2 =1.3 MPa [107]). Two types of benchmark systems are studied. The
isothermal walls system with Tb= Tt = 300 K, and the non-isothermal walls system with
Tb =300 K and Tt =400 K. Herein, changing the pressure induces a variation in the Knud-
sen number in the system from Kn = 0.8 (at P = 0.5 MPa) to Kn = 0.2 (at P = 1.2 MPa).
The obtained correlation graphs and PDFs of the outgoing translational velocities and
energy modes for the aforementioned systems at different pressures are demonstrated
in Figures 5.6 and 5.7, respectively. It is seen that for both benchmark systems changing
pressure does not have any considerable impact on the correlation graphs and the cor-
responding PDFs.
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Figure 5.6: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of the isothermal H2+Ni system at the bottom wall at differ-
ent pressures. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection,
respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last column the
corresponding probability density functions of the translational velocity components and energy modes for
the reflecting particles are presented.
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To investigate further the effect of gas pressure on the behavior of reflected H2 molecules
in the considered systems, the obtained ACs for different energy modes are presented in
Figure 5.8. It is observed that increasing pressure causes an enhancement in all com-
puted ACs. Nevertheless, the increments in ACs values are very small compared to the
Ar-Au system. As an example, for the isothermal system (see Figure 5.8a) the value of
αr ot is almost constant, while the increments of αtr and αtot are 5% and 10%, respec-
tively. In the case of the non-isothermal system (see Figure 5.8b), the maximum en-
hancement is related to αtot at the bottom wall, which is 12%.

Figure 5.7: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of the non-isothermal H2+Ni system at the bottom wall at dif-
ferent pressures. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection,
respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last column the
corresponding probability density functions of the translational velocity components and energy modes for
the reflecting particles are presented.
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Figure 5.8: Variation of accommodation coefficient for different energy models (translational: αtr , rotational:
αr ot , and total energy: αtot ) with pressure for: (a) isothermal H2-Ni system (b) non- isothermal H2-Ni system.
BW: bottom wall, TW: top wall.

5.4. EFFECT OF SURFACE TEMPERATURE ON THE POST-COLLISIONAL

BEHAVIOR OF DIATOMIC GAS MOLECULES
A similar study to the Ar-Au system is conducted to examine the impact of the surface
temperature on the kinematic properties of H2 molecules after reflecting from the Ni
surface. The temperature of the bottom wall is kept constant Tb= 300 K, whereas the
temperature of the top wall (Tt) is varied in the range of 200 K < Tt < 600 K. The Kn num-
ber in all these simulations is kept constant at 0.35. Here, the collisional data collected
at the top wall from separated MD simulations are used for assessment purpose. The
correlation graphs and PDFs of the outgoing velocities, as well as the energy modes, are
depicted in Figure 5.9. Based on the correlation graphs, no clear difference is noted in
the shape of velocity or energy clouds obtained from the MD simulations at various sur-
face temperatures. However, in the correlation graphs, it is seen that by increasing the
surface temperature, the red line slope becomes slightly closer to the diagonal line, in-
dicating less accommodating of the gas molecules to the surface. On the other hand,
a clear difference between the PDFs of the outgoing translational velocities and energy
modes is seen in the last column of Figure 5.9. To attain a quantitative understanding of
the influence of the surface temperature on various ACs, the trends of ACs related to dif-
ferent energy modes with the surface temperature are presented in Figure 5.10. Similar
to the Ar-Au system, increasing the surface temperature leads to a reduction in the val-
ues of ACs for H2-Ni system. However, the impact of surface temperature is even more
prominent in the present case. Herein, raising the surface temperature from 200 K to 600
K induces a 20% reduction in the values of αtr and αr ot , as well as a 35% reduction in the
value of αtot .
Comparing the results presented in this section with the ones from the previous section,
it is inferred that the surface temperature is more influential than the pressure in the
post-collisional behavior of H2 molecules. Therefore, it is added to the MD collisional
data for the training purpose of the GM model.
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Figure 5.9: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational veloc-
ity components in [Å/ps] and energy modes in [eV] of the non-isothermal H2+Ni system at the bottom wall
at different surface temperatures. The dashed horizontal and diagonal lines demonstrate fully diffusive and
specular reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In
the last column the corresponding probability density functions of the translational velocity components and
energy modes for the reflecting particles are presented.
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Figure 5.10: Variation of accommodation coefficients related to different energy modes with surface tempera-
ture for H2-Ni system at the top wall.
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5.5. CONSTRUCTING A GENERALIZED GM SCATTERING MODEL

FOR AR-AU SYSTEM
As addressed in Section 5.2, the surface temperature has relatively more impact on the
behavior of Ar molecules reflecting from the Au surface than the gas pressure. Therefore,
the temperature data is added to the data set used for the training of the GM model.
As illustrated in Figure 5.11, five independent MD simulations are carried out. The only
difference between these simulations is the temperature of the top wall that varies in the
range of Tt1=200 K to Tt5=600 K in steps of 100 K. From each collisional data set gathered
at the top wall of the performed MD simulations, 25% is separated as the test set, and
the remaining 75% is added to other four collected data sets for the training of the GM
model. Herein, n1 to n5 are the number of training data points gathered from each MD
simulation. As it has been already discussed in Chapter 3, normal velocity components
(v ′

y , vy ) obtained for the MD simulations follow a Rayleigh distribution. Therefore, to get
better performance from the GM model, these velocity components are transferred into
the Gaussian distribution following the preprocessing scheme explained in Chapter 3
(see Figure 5.11). No preprocessing has been performed for the temperature values, and
the same values shown in Figure 5.11 are fed directly into the GM model. In matrix Λ

shown in Figure 5.11, the values of Tt1−1 to Tt1−n1 are equal to the top wall temperature
in the first MD simulation (Tt1=200 K). In fact, the same temperature value is repeated
n1 times in this matrix. The same rule is also applied to the other temperature values
in the matrix. It means for a collisional data set including n training data points, the
corresponding Tt presents n times in the final training set. Here, the training data is a 7-
dimensional data set (Tt , v ′

x , v ′
y , v ′

z , vx , vy , vz ). In matrix Λ the values in the first column
are one order of magnitude larger than the rest of the training data. Normally under such
circumstances, normalization of the data is a necessary step before training the model
to have acceptable performance in other machine learning approaches. However, in
the case of the GM approach, this issue does not have any notable impact on the model’s
performance. The obtained covariance matrix for a randomly chosen multivariate Gaus-
sian function after the training of the model is presented in Figure 5.12. It is seen that
the covariance values between different Tt and velocity components are considerably
smaller than the covariance values between different pairs of velocity components. This
induces that the first column, including the top wall temperature, has a minor impact on
the predicted velocity components by the model, which are of higher importance for us.
After training the GM model, the obtained weights, covariance matrices, and mean vec-
tors are used to generate the new incoming and outgoing velocities at the correspond-
ing wall temperatures. The predicted results by the GM model are compared with the
original MD data and those predicted by the CLL scattering model to evaluate the per-
formance of the GM model. Similar to Chapter 3, here also, the assessment is carried out
in terms of the distribution of the predicted postcollisional velocities and EAC.
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Figure 5.11: Workflow diagram followed to construct the generalized GM scattering model for Ar-Au system.v ′′′ :
(v ′

x , v ′
y , v ′

z ) and v : (vx , vy , vz ) are incoming and outgoing velocity vectors obtained from MD simulations.v ′∗
y

and v∗
y are the transformed incoming and outgoing velocity components obtained from MD simulations.
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Figure 5.12: The covariance matrix for a randomly chosen multivariate Gaussian function after training the
generalized GM model for Ar-Au system. It is shown that the off-diagonal values for the first column and
row are much smaller than the diagonal value and the covariance values between different pairs of velocity
components.
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Regarding the velocity distributions, it is observed that the results predicted by the
GM model are always in good agreement with the MD data (see Appendix G). On the
other hand, the CLL model results up to Tt = 400 K are consistent with the MD results,
while the CLL model performance degrades by going to the higher wall temperatures.
As example, the velocity correlation graphs and the PDFs at Tt = 400 K and Tt = 600 K
obtained from the GM and CLL scattering models, as well as the MD simulations are
depicted in Figures 5.13 and 5.14, respectively. Looking at the results at Tt = 400 K (see
Figure 5.13), no considerable differences can be noted between the results obtained from
the GSI models and MD simulation. For the system with Tt = 600 K (see Figure 5.14) the
correlations graphs based on both scattering models match with the MD results. How-
ever, the predicted PDFs of the outgoing velocities by the CLL model, especially in the
tangential directions, deviate from the MD data. To compare the performance of the
GSI models in terms of the predicted velocity distributions in a quantitative manner,
the Kullback-Leibler divergence (KLD) [138] coefficients between these models and the
original MD data are computed (see Figure 5.15). It is shown that the KLD values for the
GM model are smaller than the CLL model results, indicating the relatively better per-
formance of the GM model. Besides, it can be realized that by increasing the top wall
temperature, the KLDs for the CLL model are also growing, which means the inferior
performance of the model.
EAC computed based on the predicted results by the GM and CLL scattering models, and
the original MD results are presented in Figure 5.16. The number of Gaussian functions,
K , for the GM model varies in the range of 1 < K < 1000. It is observed that in all case
studies, the GM model for K Ê 100 has better performance than the CLL model. In fact,
for K = 100 the deviation of the EACGM obtained from all the case studies are already
within 5% of the MD results (EACMD). To have a more explicit view of the capability of
the utilized stochastic GSI models to predict the variation of EAC with the surface tem-
perature, the trends of EAC with Tt based on applied approaches are depicted in Fig-
ure 5.17. It is seen that the GM model can anticipate the inverse relation between Tt

and EAC with a high precision, whereas by going to higher temperatures, the deviation
between the CLL results (EACCLL) and MD results (EACMD) is increasing.
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Figure 5.13: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in [Å/ps] for Ar-Au system at the top wall(Tb=300 K,Tt=400 K). The dashed horizontal and diagonal lines
indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square linear fit of the
data. In the last column the corresponding probability density functions for the reflecting particles are shown.

Figure 5.14: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in [Å/ps] for Ar-Au system at the top wall(Tb=300 K,Tt=600 K). The dashed horizontal and diagonal lines
indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square linear fit of the
data. In the last column the corresponding probability density functions for the reflecting particles are shown.
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Figure 5.15: The Kullback Leibler divergence (KLD) of the velocity components of Ar-Au system at the top wall
determined by GM and CLL scattering models.

Figure 5.16: Variation of the energy accommodation coefficient (EAC) obtained from the MD simulations, the
GM model, and CLL model for two parallel walls systems with different top wall temperatures. Horizontal axis
shows the number of applied Gaussian functions in the GM model.
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Figure 5.17: The values of energy accommodation coefficient (EAC) obtained from the MD simulations, the
GM mode, and CLL model at different surface temperatures. The margins show 5% of the MD values.
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5.6. CONSTRUCTING A GENERALIZED GM SCATTERING MODEL

FOR H2-NI SYSTEM
The procedure followed to construct a generalized GSI for H2-Ni system based on the
GM approach is demonstrated in Figure 5.18. In the first step, similar to the Ar-Au sys-
tem, five separate MD simulations using different top wall temperatures (200 < Tt < 600)
are carried out. The main difference between the present case study with the Ar-Au sys-
tem is that since diatomic gas molecules are considered here, the incoming and outgo-
ing rotational velocity vectors of the H2 molecules obtained from each MD simulation
(ξ′′′ = (ω′,ϑ′),ξ = (ω,ϑ) shown in red in Figure 5.18) are also added to the final training
data set. Therefore, the final training set (see matrix Λ in Figure 5.18) is a 11-dimensional
matrix.
The other important issue is that to get a better performance of the model the transla-

tional and rotational velocities in Λ are normalized by

√

2kB Tt

mg
and

√

2kB Tt

I
,respectively.

Here, Tt describes the corresponding temperature of the top wall. After training the GM
model using the obtained model parameters, the incoming and outgoing velocity com-
ponents are generated for the corresponding values of Tt . The performance of the GM
model is examined against the CLL model and the original MD data based on the follow-
ing criteria: (i) the correlation between the incoming and outgoing translational velocity
components of the centre of mass (COM) and different energy modes of H2 molecules;
(ii) the PDF of the outgoing velocity components, and the energy modes; (iii) the ACs
related to different energy modes.
It is observed that the velocity and energy distributions predicted by the GM model at
different Tt are always in good agreement with MD data (see Appendix H). Regarding
the CLL model predictions, except at Tt = 300 K, some discrepancies with the original
MD data are always observed. Such discrepancies grow by increasing the temperature
difference between the two walls. For instance, the results at Tt = 200 K and Tt = 600
K are presented in Figures 5.19 and 5.20, respectively. Looking to Figure 5.19, it is seen
that all correlation graphs and PDFs of the outgoing velocity and energy components
predicted by the GM model match well the MD data. Referring to the correlation graphs
based on the CLL model, except for Vy and Er ot , the other ones have different shapes
compared to the MD results. Based on the PDFs of the outgoing velocity components
and energy modes, it is deduced that the predicted Er ot by the CLL model is consistent
with the MD data. However, the other PDFs slightly deviate from the MD results. Similar
observations are made in the case of the system with Tt =600 K (see Figure 5.20). How-
ever, based on the shown PDFs in the last column, more deviation between the MD and
CLL results are detected.
As another statistical criterion, the KLD coefficients computed between the GSI models
and the atomistic data are illustrated in Figure 5.21. It is seen that except in the case
of the isothermal walls system, in other case studies, KLDs based on the GM model are
smaller than the CLL results, indicating the superior performance of the GM model.
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Figure 5.18: Workflow diagram followed to construct the generalized GM scattering model for H2-Ni system.v ′′′ :
(v ′

x , v ′
y , v ′

z ) and v : (vx , vy , vz ) are incoming and outgoing translational velocity vectors of the center of mass of

the gas molecules obtained from MD simulations.ξ′′′ = (ω′,ϑ′) and ξ = (ω,ϑ) are incoming and outgoing rota-
tional velocity vectors obtained from MD simulations.v ′∗

y and v∗
y are the transformed incoming and outgoing

velocity components obtained from MD simulations.
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Figure 5.19: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational ve-
locity components in [Å/ps] and energy modes in [eV] of H2-Ni system at the top wall (Tb = 300 K,Tt = 200
K). The dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection, respectively.
Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last column the correspond-
ing probability density functions of the translational velocity components and energy modes for the reflecting
particles are presented
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Figure 5.20: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational ve-
locity components in [Å/ps] and energy modes in [eV] of H2-Ni system at the top wall (Tb = 300 K,Tt = 600
K). The dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection, respectively.
Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last column the correspond-
ing probability density functions of the translational velocity components and energy modes for the reflecting
particles are presented
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Figure 5.21: The Kullback Leibler divergence of the translational velocity components and different energy
modes of H2-Ni system at the top wall determined by GM and CLL scattering models.

Based on the translational and rotational velocity components predicted by the GM and
CLL scattering models, the ACs for different energy modes are computed. The compar-
isons between these results with the original MD data for the different case studies are
depicted in Figure 5.22. It is shown that except for predicting αr ot , the GM model consid-
erably outperforms the CLL model in the case of other energy ACs. However, compared
with the Ar-Au system (see Figure 5.16), the performance of the GM model has dete-
riorated here. To be more specific, using 1500 Gaussians in the GM model, the lowest
captured deviations are at Tt =200 K that are 6%, 5%, and 18% related to αtr , αr ot , and
αtot , respectively. On the other, the highest deviations are detected at Tt =600 K that
are 12%, 11%, and 44% related to αtr , αr ot , and αtot , respectively. Two reasons could
cause the spotted deviations: the model performance or the sampling approach used
afterward to generate the translational and rotational velocity components. Different
sampling approaches are examined in the following to determine the main reason.
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Figure 5.22: Variation of different accommodation coefficients obtained using correlation method for two
parallel walls H2-Ni system at the top wall based on MD data, as well as the GM and CLL models predictions.
Horizontal axis shows the number of applied Gaussian functions in the GM model (1 < K < 1500).

5.7. ASSESSMENT OF THE SAMPLING APPROACHES USED TO GEN-
ERATE GM DATA

To begin the assessment procedure, initially, all the ACs are computed using another
approach. It is noteworthy to mention that all the reported ACs in this work are up to now
calculated based on the correlation (Cor) approach (see Equation 1.11). This method
was chosen in the first place since it is the only method that can be used to compute ACs
for an isothermal walls system. In another common approach, ACs are computed as the
ratio of the difference between incoming and outgoing gas molecules fluxes to that of
the maximum possible flux when gas molecules are fully accommodated to the surface:

αq =
〈QI 〉−〈QR〉
〈QI 〉−〈Qw 〉

(5.1)

where Q can represent various kinetic properties of gas molecules, such as its velocity
in certain direction or a specific energy mode (e.g: Etr , Er ot , Er ot ) of it. The subscripts
I and R refer to the incoming and outgoing fluxes, while w denotes the corresponding
outgoing property when gas molecules are fully accommodated to the surface. The no-
tation 〈.〉 indicates the ensemble average of the molecular property Q. The key advantage
of the current approach, called the classical (Cla) approach in the remaining part of this
work, over the correlation approach is to make it possible to compute standard deviation
(△αq ) for the ACs. Since △αq denotes how dispersed the data is in relation to the mean,
it can be used as a criterion to assess the performance of the sampling approaches used
to generate data in the GSI models. Here, to calculate △αq , the method proposed by P.
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Spijker et al. [66] is employed. In this method, the entire data set is initially divided into
M subsets of equal sizes. Subsequently, the mean and standard deviation for each sub-
set is computed. Then, the mean values are used to compute the overall mean and the
average αq using 5.1. Finally, △αq is calculated as follows:

△αq =
|〈Qr 〉−〈Qw 〉|△Qi +|〈Qi 〉−〈Qw 〉|△Qr

(〈Qi 〉−〈Qw 〉)2
(5.2)

where △Qi and △Qr are the standard deviations of the mean related to the correspond-
ing incoming and outgoing kinetic properties, respectively.
The mean and standard deviations values of different ACs obtained from the GM and
CLL scattering models, as well as the original MD data are presented in Figures 5.23
and 5.24, respectively.
Figure 5.23 reveals that the overall mean values of ACs related to different energy modes
obtained from the GM scattering model (αtr−GM−C l a , αr ot−GM−C l a , αtot−GM−C l a) per-
fectly match the MD results (αtr−MD−C l a , αr ot−MD−C l a , αtot−MD−C l a). This observa-
tion differs from the trends previously shown in Figure 5.22, where noticeable deviations
between ACs from the MD and GM results are reported. However, similar to the ACs
obtained from the correlation approach, a considerable discrepancy between the CLL
results (αtr−C LL−C l a , αr ot−C LL−C l a , αtot−C LL−C l a) and MD results is also seen here.
Concerning the computed standard deviations, as it is illustrated in Figure 5.24, the stan-
dard deviations of different ACs obtained from the CLL (∆αtr−C LL , ∆αr ot−C LL , ∆αtot−C LL)
and MD results (∆αtr−MD , ∆αr ot−MD , ∆αtot−MD ) are in the same order of magnitude.
Nevertheless, the GM scattering model results (∆αtr−GM , ∆αr ot−GM , ∆αtot−GM ) are one
order of magnitude higher than the MD ones. To better understand the results demon-
strated in the aforementioned figures, values of different ACs obtained for each case
study based on different approaches (i.e., the correlation and classic approaches) are
listed in Table 5.1. In this table the values presented between the parentheses for ACs
based on the Cla approach are the computed standard deviations (∆αq ) based on Equa-
tion 5.2. It is seen that the standard deviations based on the GM model results in the
majority of the cases are even higher than the reported mean values. This observation
indicates the high dispersion in the sampled data based on the GM model parameters.
Another crucial observation based on the MD results presented in Table 5.1 is the con-
siderable difference between the energy ACs computed using the Cla and Cor methods.
Such mismatch, which has also been reported previously [31, 49], is another indicator
addressing the limitation of empirical scattering kernels, whose performance depends
significantly on the values of applied ACs. While this behavior is also seen in the GM
results listed Table 5.1, the energy ACs based on the CLL results are not affected by the
computation methods.
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Figure 5.23: Variation of the overall mean of different accommodation coefficients computed with the classical
approach for two parallel walls H2-Ni system at the top wall based on MD data, as well as the GM and CLL
models predictions. Horizontal axis shows the number of applied Gaussian functions in the GM model (100 <
K < 1500).

Figure 5.24: Variation of the standard deviation of the mean (∆αq ) of different energy accommodation coeffi-
cients computed with the classical approach for two parallel walls H2-Ni system at the top wall based on MD
data, as well as the GM and CLL models predictions. Horizontal axis shows the number of applied Gaussian
functions in the GM model (100 < K < 1500).
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Table 5.1: Various energy accommodation coefficients obtained based on the MD results, as well as GM
(K = 1500) and CLL scattering models for different case studies at the top wall. Cla: Classical approach. Cor:
Correlation approach. In the case of the classical approach the numbers within the parenthesis denote the
standard deviations (∆αq ).

Tt
αtr−MD αtr−GM αtr−C LL

Cla Cor Cla Cor Cla Cor
200 0.387(0.02) 0.555 0.372(0.23) 0.586 0.890(0.01) 0.883
400 0.256(0.03) 0.479 0.248(0.63) 0.524 0.863(0.01) 0.870
500 0.221(0.04) 0.463 0.224(0.32) 0.519 0.847(0.01) 0.866
600 0.207(0.03) 0.442 0.206(0.23) 0.502 0.850(0.01) 0.863

αr ot−MD αr ot−GM αr ot−C LL

Cla Cor Cla Cor Cla Cor
200 0.342(0.03) 0.705 0.362(0.35 ) 0.747 0.711(0.02) 0.704
400 0.182(0.02) 0.624 0.196(0.90) 0.669 0.639(0.02) 0.621
500 0.164(0.03) 0.589 0.156(0.51) 0.654 0.595(0.02) 0.589
600 0.126(0.03) 0.566 0.132(0.40) 0.621 0.566(0.02) 0.568

αtot−MD αtot−GM αtot−C LL

Cla Cor Cla Cor Cla Cor
200 0.373(0.01) 0.363 0.369(0.24) 0.432 0.832(0.01) 0.823
400 0.231(0.03) 0.278 0.231(0.67) 0.371 0.789(0.01) 0.787
500 0.202(0.03) 0.257 0.201(0.37) 0.367 0.764(0.01) 0.773
600 0.181(0.03) 0.237 0.182(0.27) 0.325 0.756(0.01) 0.764
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As a further insight into the sampling procedure used to generate the GM model results,
consider that the training data is an N by 11 matrix (see Figure 5.18). After training the
GM model, its parameters ( ψ = {ρi , µ⃗i ,Σi } ∀ i in {1 · · ·K }) are utilized to generate the
final results that are in the form of a new matrix, Ω, which has the size of r ×11. Here, r

is a positive real number that the user can specify. Matrix Ω includes the new incoming
and outgoing kinetic properties (i.e., translational and rotational velocities) for all the
studied temperatures. The order of the columns in Ω is the same as the initial training
data matrix. Therefore, the reported temperatures in the first column of the matrix are
used as the indicators to split Ω into the corresponding sub-matrices related to differ-
ent surface temperatures (Tt). A similar sampling approach was also used for the Ar-Au
system, discussed in Section 5.5. However, in that case, the ACs obtained from the GM
model predictions and the original MD results (see Figure 5.16) were in good agreement.
Therefore, we did not question the applied sampling approach. The most likely rea-
son behind the observed deficiency of the applied sampling approach in the diatomic
system is the higher dimensionality of the training data and having data with different
physical meaning in the training data. This issue can also be realized by comparing the
results presented in Chapters 2 and 3, in which the GM model was applied to the indi-
vidual data sets for the Ar-Au and Ni-H2 systems, respectively. Comparing the reported
ACs obtained from the GM model and the original MD results in the aforementioned
chapters, the ACs predicted by the GM for the Ar-Au were always in a better agreement
with MD data. The reason why such a shortcoming of the sampling approach is more
notable in the case of the generalized GM model for Ni-H2 system is higher scattering in
the training data caused by having different kinetic properties (i.e., the translational and
rotational velocity components) in the collisional data. To be more specific, in the final
data set including the collected collisional data at different Tt for the Ar-Au system, the
standard deviations for all velocity components (i.e., columns 2 to 6 in Λ matrix shown
in Figure 5.11) are around 3 Å/ps. On the other hand, for the H2-Ni system the computed
standard deviation related to the translational velocity components in the training data
set (i.e., columns 2 to 4 and 7 to 9 in Λ matrix shown in Figure 5.18) are around 12 Å/ps.
Besides, for the rotational velocity components (i.e., columns 5, 6, 10, and 11 in Λ ma-
trix shown in Figure 5.18) the measured standard deviations are around 32 1/ps. Such
a wider range of scattering makes it even more complex to properly predict the corre-
lations between the individual incoming and outgoing components, as they are in the
original MD data.
To overcome this problem, another sampling approach known as the conditional sam-
pling approach [33] is examined. The essence of this approach is the same as other com-
monly used GSI models, such as the CLL scattering kernel. It means the scattering model
is utilized to generate only the outgoing velocities. Here, based on the GM model param-
eters, instead of generating both the incoming and outgoing velocities and the surface
temperature, the incoming velocities and the surface temperatures in the testing dataset
are applied as the input to the GM scattering model. Afterward, just the corresponding
outgoing velocities are generated based on the input data. Using this approach, instead
of sampling an 11-dimensional matrix, we need to sample a 5-dimensional matrix, and
this issue leads to less dispersion in the final predicted results. The main disadvantage of
the current method to the previous one is its relatively high computational expense. For
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instance, for a trained model with K = 100 Gaussian components, the sampling based on
the previous method for all the studied Tt can be carried out within a couple of minutes.
However, using the conditional method, generating the outgoing velocities correspond-
ing to each Tt lasts between five to ten minutes.
In the conditional sampling method, assuming xI = (Tt , v

′′′,ξ′′′) and xO = (v ,ξ) as the in-
coming and outgoing velocity vectors in the training data, in the first step, the obtained
mean vector and covariance matrix for each individual i multivariate Gaussian compo-
nent (∀ i in {1 · · ·K }) are required to be partitioned as follows:

µ⃗i =
[

µiO

µi I

]

, Σi =
[

ΣiOO ΣiOI

Σi IO Σi I I

]

(5.3)

The conditional form of the GM scattering kernel can be written as:

PGM (XO |X I ) =
K
∑

i=1
ρ̃i (X I ) pi (XO |X I ) (5.4)

where the new set of weights ρ̃i (X I ) is computed as:

ρ̃i (X I ) =
ρi pi (X I )

∑K
i=1ρi pi (X I )

(5.5)

The marginal (X I ) and the conditional pi (XO |X I ) distributions presented in equations 5.5
and 5.4 are calculated as [140]:

pi (X I ) =
∫

pi (XO , X I )d XO = N (X I |µi I ,Σi I I ) (5.6)

and

pi (XO |X I ) =
pi (XO , X I )

pm (X I )
= N (XO |µiO|I ,ΣiO|I )

µiO|I =µiO +ΣiOIΣ
−
i I I 1(xI −µi I )

ΣiO|I =ΣiOO −ΣiOIΣ
−
i I I 1Σi IO (5.7)

The standard deviations of different energy ACs obtained from the GM scattering ker-
nel based on the conditional sampling approach along with CLL, and the MD results
are shown in Figure 5.25. It is seen that using the conditional sampling approach con-
siderably reduces the standard deviations of the mean values of ACs obtained from the
GM model. In fact, new values of △αq based on the GM model are in the same order
of magnitude as the reference MD results. To give a better overview of the impact of
this new sampling approach, the values of different energy ACs obtained from the GM
model based on the conditional sampling, the CLL model, and the reference MD results
are presented in Table 5.2. Comparing the GM results presented in this Table with the
previously reported GM results in Table 5.1, it is seen that the energy ACs obtained from
the Cor method based on GM results are not affected by the sampling approach. Besides,
the overall means of the energy ACs based on the GM results are also very similar to the
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previously reported results (see Table 5.1). On the other hand, it is seen that the condi-
tional sampling approach leads to a significant reduction in the values of standard devi-
ations related to different energy ACs based on the GM results. Therefore, it is deduced
that depending on the method applied to compute the ACs, the sampling approach can
have considerable impact on the AC results.
These results alongside the previously shown correlation graphs (e.g. see Figure 5.20)
confirms the acceptable performance of the GM approach to derive a generalized scat-
tering kernel for the H2-Ni system.

Figure 5.25: Variation of the standard deviation of the mean (∆αq ) of different energy accommodation coef-
ficients for two parallel walls H2-Ni system at the top wall, computed with the GM approach based on condi-
tional sampling approach , the CLL model, and MD simulations.



5

114 5. GENERALIZED GAUSSIAN MIXTURE WALL MODEL FOR RAREFIED GASES

Table 5.2: Various energy accommodation coefficients obtained based on the MD results, GM scattering model
based on conditional sampling (K = 1500), and CLL scattering model for different case studies at the top wall.
Cla: Classical approach. Cor: Correlation approach. In the case of the classical approach the number within
the parenthesis denotes the standard deviations (∆αq ).

Tt
αtr−MD αtr−GM αtr−C LL

Cla Cor Cla Cor Cla Cor
200 0.387(0.02) 0.555 0.386(0.03) 0.592 0.890(0.01) 0.883
400 0.256(0.03) 0.479 0.263(0.08) 0.523 0.863(0.01) 0.870
500 0.221(0.04) 0.463 0.228(0.03) 0.524 0.847(0.01) 0.866
600 0.207(0.03) 0.442 0.207(0.02) 0.504 0.850(0.01) 0.863

αr ot−MD αr ot−GM αr ot−C LL

Cla Cor Cla Cor Cla Cor
200 0.342(0.03) 0.705 0.383(0.03) 0.750 0.711(0.02) 0.704
400 0.182(0.02) 0.624 0.174(0.10) 0.688 0.639(0.02) 0.621
500 0.164(0.03) 0.589 0.167(0.06) 0.668 0.595(0.02) 0.589
600 0.126(0.03) 0.566 0.133(0.03) 0.629 0.566(0.02) 0.568

αtot−MD αtot−GM αtot−C LL

Cla Cor Cla Cor Cla Cor
200 0.373(0.01) 0.363 0.385(0.03) 0.437 0.832(0.01) 0.823
400 0.231(0.03) 0.278 0.231(0.07) 0.371 0.789(0.01) 0.787
500 0.202(0.03) 0.257 0.210(0.03) 0.369 0.764(0.01) 0.773
600 0.181(0.03) 0.237 0.183(0.01) 0.338 0.756(0.01) 0.764
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A HYBRID GM-DSMC METHOD TO

STUDY THE FOURIER THERMAL

PROBLEM

In rarefied gas dynamics scattering kernels deserve special attention since they contain all

the essential information about the effects of physical and chemical properties of the gas-

solid surface interface on the gas scattering process. However, to study the impact of the

gas-surface interactions on large scale behaviour of fluid flows, these scattering kernels

need to be integrated in larger-scale models like Direct Simulation Monte Carlo (DSMC).

In this work, the Gaussian mixture (GM) model, an unsupervised machine learning ap-

proach, is utilized to establish a scattering model for monoatomic (Ar) and diatomic (H2)

gases directly from Molecular Dynamics (MD) simulations data. The GM scattering ker-

nel is coupled to a pure DSMC solver to study isothermal and non-isothermal rarefied gas

flows in a system with two parallel walls. To fully examine the coupling mechanism be-

tween the GM scattering kernel and the DSMC approach, a one-to-one correspondence

between MD and DSMC particles is considered here. Benchmarked by MD results, the

performance of the GM-DSMC is assessed against the Cercignani-Lampis-Lord (CLL) ker-

nel incorporated into DSMC simulation (CLL-DSMC). The comparison of various physi-

cal and stochastic parameters shows the better performance of the GM-DSMC approach.

Especially for the diatomic system, the GM-DSMC outperforms the CLL-DSMC approach.

The fundamental superiority of the GM-DSMC approach confirms its potential as a multi-

scale simulation approach for accurately measuring flow field properties in systems with

highly nonequilibrium conditions.

This chapter will be submitted to a peer-reviewed journal. Mohammad Nejad, S., Peter, F., Nedea, S., Frijns, A.
and Smeulders, D.,. A hybrid Gaussian Mixture/DSMC approach to study the Fourier thermal problem.
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6.1. INTRODUCTION

Rarefied gas dynamics is an active research topic in numerous cutting-edge engineering
applications ranging from aerospace to biological applications [1]. At the design stage
of such applications, numerical modeling is required to predict flow field properties and
thermal energy transport between components to guarantee their optimal performance
and lifetime. Depending upon the degree of rarefaction in the system, determined by the
Knudsen number (Kn), different modeling approaches can be used to study the rarefied
gas dynamics. In the case of low to moderate degree of rarefaction (Kn < 0.1) the contin-
uum approach, based on the Navier-Stokes equations, is the most common simulation
approach. On the other hand, for a highly rarefied gas (Kn ≥ 0.1), particle-based simula-
tion techniques, such as Molecular Dynamics (MD) [12], Direct Simulation Monte Carlo
(DSMC) [11], and lattice Boltzmann method (LBM) [10], are typically employed to deter-
mine flow field properties. Among these techniques, DSMC is the most commonly used
one that has been successfully applied in a broad range of engineering applications [1].
Nevertheless, prescribing accurate boundary conditions at the gas-surface interface is
a vital parameter to achieving reliable results in DSMC. In fact, going toward a higher
degree of rarefaction, the complex physical interactions at the interface become even
more dominant than the gas-gas interactions happening at the bulk of the fluid [4, 117].
Therefore, a detailed understanding of such interfacial nanoscale phenomena is of ex-
treme importance in rarefied gas dynamics.
The diffuse reflection scattering model was the first boundary model used to describe
the scattering process in rarefied gases [4]. This model assumes that the reflected gas
molecules are fully accommodated with the adjacent solid surface, and their outgoing
velocity distribution is determined by the Maxwellian distribution based on the wall
temperature. However, later experimental studies [141, 142] revealed that the complete
diffuse reflection assumption is not always valid. For example, at a very clean or high-
temperature surface or under ultra vacuum conditions, gas molecules can experience
near specular reflection. Consequently, to establish more comprehensive boundary mod-
els, researchers proposed various empirical scattering kernels that could anticipate both
specular and diffuse reflections in specific rarefied gas flow applications [15±18, 21, 23±
25, 119, 120]. The performance of these scattering kernels normally depends on several
parameters, known as accommodation coefficients (ACs). In these scattering kernels,
ACs are applied to quantify the accommodating level of different kinetic energy modes
of gas molecules on a neighboring solid surface. Cercignani±Lampis±Lord (CLL) scatter-
ing kernel is one of the most employed scattering kernels that can be utilized to describe
the scattering process for both monoatomic and diatomic gas molecules [17]. Despite
the acceptable performance of the classical scattering kernels in the systems near equi-
librium conditions, it was shown that these models are incapable of fully capturing the
complex physical phenomena, such as a considerable temperature jump, happening in
systems in a highly non-equilibrium situation [37,100]. This shortcoming, alongside the
lack of generality of such scattering kernels, raises the need for more elaborated gas scat-
tering kernels.
As the most accurate particle-based simulation approach, MD simulation is a valuable
tool for studying interfacial nanoscale phenomena. In an MD simulation, the interac-
tions between individual gas molecules with neighboring solid molecules are modeled
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deterministically. This fact makes MD computationally very expensive. Therefore, its ap-
plication is usually restricted to the nanoscale level. Nevertheless, MD simulation is ex-
ploited in various approaches for investigating interfacial physics. Most commonly, MD
is used to compute different ACs between a gas-solid pair. These ACs are then fed into
one of the previously discussed empirical scattering kernels that are served as boundary
conditions for high scale simulation approaches such as DSMC [143].
Other researchers developed hybrid simulation schemes combining the classical MD
and DSMC approaches to study rarefied gas flow at mesoscale level [21, 143±146]. In
these schemes, the simulation domain is decomposed into smaller regions. To benefit
the precision of MD and the speed of DSMC at the same time, the first approach is ap-
plied in the vicinity of the solid surfaces, while the latter one is utilized in the bulk of the
domain. Although these hybrid schemes are relatively faster than pure MD, since a large
number of solid atoms must still be simulated in the MD part, these schemes are com-
putationally expensive. In addition, there are considerable differences in the order of
magnitude of time and space between MD and DSMC. Therefore, while applying these
hybrid schemes, special attention must be taken into account to ensure particle and en-
ergy conservation at the coupling interfaces.
Another category of wall scattering kernels is nonparametric scattering kernels [31, 32,
42]. Unlike the classical empirical scattering kernels, no intermediate calibration based
on ACs is needed, and MD data are used directly to construct these scattering kernels.
These scattering kernels generally show better performance in the highly non-equilibrium
situation compared to the classical scattering kernels [32]. As a first step to construct-
ing these scattering kernels, single gas molecules with independent thermal velocities
are beamed onto a specific solid surface in an MD simulation. Then, the discrete gas
molecule trajectories, characterized by the system’s initial condition, such as gas molec-
ular velocity or surface conditions, are gathered in a database. Based on the relation be-
tween the prescattered and postscattered molecular velocity vectors in the MD dataset,
a conditional probability density function is derived that can be used for sampling the
reflected gas molecular velocity depending on its initial state. Liu et al. [42] developed
such a scattering kernel and coupled it to a DSMC code to model hypersonic flow over
a rounded wedge. Comparing the simulation results with another case study, in which
the CLL scattering kernel was used as the boundary model, showed that the DSMC code
based on their proposed model performs better in describing different flow properties.
Nevertheless, in all these scattering kernels, the gas-gas interactions that can affect the
reflected gas molecules properties in the early transition regime (0.1<Kn<1) are ignored,
and these wall models cannot deal with adsorption-related problems.
Machine learning is another promising technique that can be used to establish a gas
scattering kernel directly based on the collisional data obtained from MD simulations [33±
35, 147]. As an example, in our previous works [34, 147], the Gaussian mixture (GM)
approach, an unsupervised machine learning approach, was employed to construct a
scattering kernel for monoatomic gases (Ar, He) interacting with the Au surface and di-
atomic gases (H2, N2) interacting with the Ni surface, respectively. While in the existing
GSI models, only gas-wall interactions are included in the scattering model, in our ap-
proach, both gas-gas and gas-wall interactions are employed to construct the scattering
model. This issue guarantees the capability of the model to deal with adsorption-related
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problems in the case of systems in which a considerable number of gas molecules are ad-
sorbed on the solid surface. As an example, the surface coverage for the N2-Ni and H2-Ni
systems are 3.8 and 0.35 1/nm3, respectively. Such a higher value of surface coverage in
the case of N2-Ni system considerably affects the scattering behavior of gas molecules.
In our studies, a two parallel walls MD setup was used as the reference system to include
the impact of both gas-wall and gas-gas interactions on the postcollisional behavior of
gas molecules [34,147]. The physical and stochastic properties predicted by the GM scat-
tering kernel were assessed against the CLL model results and the original MD data in the
Fourier thermal and the combined Fourier-Couette flow problems. It was illustrated that
the GM model outperforms the CLL model in both benchmark systems. The main ad-
vantage of the GM approach-driven scattering kernel over the empirical scattering ker-
nels is that its performance does not rely on a finite number of parameters. In fact, we
can adjust the number of fitting parameters to get the best performance from the scat-
tering kernel. In addition, unlike nonparametric approaches whose extension to higher
dimensions is limited [43], the GM scattering kernel can handle high-dimensional data
sets rather straightforwardly. To the best of our knowledge, the scattering kernel based
on the GM approach has not been coupled to a DSMC solver before to study the rarefied
gas flow systems.
In this work, the main goal is to investigate the capability of the GM-driven scattering
kernels to be used as a boundary model in an DSMC solver. Initially, based on a two par-
allel walls system, the interactions of Ar gas with Au surface and H2 gas with Ni surface
are studied using MD simulations. Two benchmark problems are considered: an equi-
librium gas system confined between isothermal walls and a Fourier thermal problem.
For the Ar-Au system, the pre and postcollisional translational velocities of Ar molecules
are used for training the GM model. Whereas, for H2-Ni system, both translational and
rotational velocities are employed for the training purpose. Such consideration guar-
antees the model ability to anticipate the possible energy transfer between the trans-
lational and rotational modes at non-equilibrium conditions. Implementing the GM
model on the MD collisional data in each case study, a conditional multivariate prob-
ability distribution is derived that can be used to generate the postcollisional velocities
of gas molecules based on their precollisional states. The GM approach-driven bound-
ary models for the Ar-Au and H2-Ni are incorporated in pure DSMC simulations based
on a one-to-one mapping between the corresponding MD and DSMC simulation se-
tups. The DSMC simulations coupled to the GM scattering kernel (GM-DSMC) results
are evaluated against the DSMC simulations coupled to the CLL scattering kernel (CLL-
DSMC) and the reference MD solutions. The evaluation is performed based on different
physical and stochastic criteria.

6.2. METHODOLOGIES

In this section the most relevant features of MD, the applied gas-surface interaction
models, and DSMC related to the hybrid GM-DSMC approach are addressed. Further
details of MD, gas-surface interactions models, and DSMC can be found in Ref. [12],
Refs. [24, 33, 34, 43, 147] and Ref. [11], respectively.
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Table 6.1: Lennard±Jones potential parameters

Atom pair ϵ (eV) σ (Å)
Ar-Au 1.14e−2 3.819
Ar-Ar 1.22e−2 3.35
H-H 9.29e−4 1.421
H-Ni 1.19e−2 2.016

6.2.1. MD SIMULATION

The exact particle trajectories are calculated in an MD simulation based on the interac-
tion potentials and Newton’s law. Thus, MD is considered as the most accurate method
for modeling the scattering process and is used to provide benchmark solutions in this
work. Our MD setup to study the 1-D Fourier thermal problem in a nanochannel consists
of two infinite parallel walls at a distance, Ly, apart from each other and of gas molecules
confined between these two walls (see Figure 6.1). Each wall is constructed with five lay-
ers of FCC planes. In the case of the Ar-Au system, each wall has a cross-sectional area
of 10 nm × 10 nm, while for the H2-Ni system, the cross-sectional area is 10.8 nm × 10.8
nm. In each wall, the outermost layer is constrained to prevent the translational motion
of the wall in the normal direction. The distance between the two walls is fixed at Ly = 20
nm for the Ar-Au system, and at Ly = 30 nm for H2-Ni system.
For the Ar-Au system the Knudsen number in the bulk and the gas reduced density (η)
are Kn = 0.33 and η = 0.008, respectively. The reduced density is defined as η = πna3/6,
where n is the number density and a is the particle diameter [76]. On the other hand,
for H2-Ni system Kn = 0.37 and η = 0.003. In addition, H2 molecules considered as rigid
rotors with a fixed bond length of 0.7414 Å [124].
In the both studied gas-solid pairs periodic boundary conditions are considered along x

and z directions. The interactions between the solid Au and Ni atoms located in the walls
are models using the corresponding embedded atom model (EAM) potentials developed
by H. Sheng et al. [77] and S. Foiles et al. [125], respectively. For the Ar-Au system, the
non-bonded gas-gas and gas-wall interactions are modeled by the Lennard-Jones (LJ)
12-6 potential. However, in the case of the H2-Ni system, the non-bonded interactions
are modeled using COMPASS force field [126], in which an LJ 9-6 function is applied to
describe the interactions. All the gas-gas and gas-wall interatomic potential parameters
utilized in this work are presented in Table 6.1.

The cutoff distances for gas-gas interactions are set at 2.5σ. Considering the gas-
wall interactions, the cutoff distances (rc in Figure 6.1) is set at 12 Å and 10 Å for the
Ar-Au and H2-Ni systems, respectively. In each MD simulation, after deposition of the
target number of gas molecules between the solid walls, energy minimization is carried
out by iteratively rearranging atom positions to eliminate the possible overlapping of the
neighboring atoms. Afterward, each plate is connected to a Nose-Hoover (NVT) thermo-
stat to maintain its temperature at the desired level. On the other hand, gas molecules
are modeled in the microcanonical ensemble (NVE), and their temperature can change
via the collision with other atoms in the box. In order to speed up the equilibration pro-
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Figure 6.1: Schematic representation of the simulation model.

cess, the velocity components of gas molecules are initially sampled from a Gaussian

distribution with a mean value of 0.0 and a standard deviation of

√

kB Ta

2mg
, where Ta is the

average value of the bottom and top plates temperatures, and mg is the mass of the gas
molecule. Each MD setup is equilibrated for 3 ns with a time step of 1 and 0.5 fs for the
Ar-Au and H2-Ni systems, respectively. After the complete thermalization of the system,
the production run is started, which is proceeded for 25 ns for each MD system. All MD
simulations are carried out using LAMMPS [129] package. The overall computational
time for extracting the required MD data is around 13 hours running on a computer with
16 cores.

6.2.2. GAS-SURFACE INTERACTION MODELS
In rarefied gas flow simulations, gas-surface interaction models are used as boundary
conditions. Such interactions usually are described in terms of a scattering kernel, R(v |v ′′′),
representing the probability density that an impinging gas molecule with velocity v

′′′ is
reflected with velocity v . In a general form, the boundary condition for the impinging
gas molecular velocity distribution, f (v

′′′), can be expressed as [4],

vn f (v ) =
∫

v ′
n<0

|v ′
n |R(v |v ′′′) f (v

′′′)d v
′′′, vn > 0 (6.1)

where v ′
n and vn are the normal components of the impinging and reflected gas molecu-

lar velocity, respectively. In the case of a diatomic gas molecule, in addition to the trans-
lational velocity components of the center of mass (v

′′′, v ), the rotational velocity vectors
(ω′′′,ω) need to be taken into account, as well. Therefore, for a diatomic gas molecules
the scattering kernel is presented as R(v ,ω|v ′′′,ω′′′), and the probability density is denoted
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by f (v ,ω).

6.2.2.1. CLL scattering model

Among all the proposed empirical scattering kernels, the CLL model is used in this work.
We chose this particular model since it is one of the most reliable scattering models
for monoatomic and diatomic gases and implementing it in DSMC is rather straightfor-
ward [24, 37, 143]. For diatomic gas molecules, the CLL scattering kernel is given as [17]:

RC LL(v ,ω|v ′′′,ω′′′) =
2vn

π2αt (2−αt )αnαr ot
exp

[

−
[vt −

p
1−αt v

′′′
t
]2

αt (2−αt )

]

×exp

[

−
v2

n + (1−αn)v ′
n

2

αn

]

I0

[

2(
p

1−αn)vn v ′
n

αn

]

×exp

[

−
(ω−

p
1−αr otω

′′′)2

αr ot

]

(6.2)

where αt , αn , and αr ot are the accommodation coefficients corresponding to the tan-
gential momentum, normal translational kinetic energy, and rotational energy, respec-
tively. vt represents the tangential velocity vector and I0 is the modified Bessel function
of the first kind and zeroth order. The translational (v

′′′, v ) and rotational (ω′′′,ω) veloc-

ities are normalized by

√

2kB Tw

mg
and

√

2kB Tw

I
, respectively. Here, Tw describes the wall

temperature and I is the mass moment of inertia of the diatomic gas molecule. It is
noteworthy to mention that monoatomic gases do not possess rotational energy. There-
fore, the last part in Equation 6.2, referring to the rotational velocities (ω′′′,ω), needs to
be eliminated in the case of the Ar-Au system. As a result, only αt , αn are needed in
the CLL model for the Ar-Au system. The accommodation coefficients needed in Equa-
tion 6.2 are computed using the approach proposed by P. Spijker et al. [49], in which the
correlation between the corresponding impinging and outgoing kinetic properties (e.g.,
the normal translational energy or rotational energy) is applied to derive the relevant ac-
commodation coefficients (e.g., αn or αr ot ).
The impinging and outgoing kinetic properties, known as the collisional data, that are
required to compute the accommodation coefficients and training of the GM scattering
model (discussed in the following part), are recorded at the virtual borders located at the
distances rc away from the walls (see Figure 6.1). The number of data points in different
gathered collisional data sets varies between 100,000 to 150,000.

6.2.2.2. GM scattering model

Gaussian mixture model, a well-known unsupervised machine learning approach, can
be exploited to derive a formalism describing gas-surface interactions directly based on
MD simulation results. As it has also been addressed in the previous section, the main
input required to train the GM model is the MD collisional data. In the case of the Ar-
Au system, having only the translational degrees of freedom, the collisional data is a 6-
dimensional dataset including the impinging and outgoing translational velocities of the
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center of mass (COM) of Ar atoms (v ′
x , v ′

y , v ′
z , vx , vy , vz ). On the other hand, for the H2-Ni

system, we must also account for the rotational degrees of freedom. Therefore, the im-
pinging and outgoing rotational velocities are added to the training data. Here, the final
training dataset is a 10-dimensional matrix (v ′

x , v ′
y , v ′

z ,ω′
1,ω′

2, vx , vy , vz ,ω1,ω2). Another
parameter that directly influences the performance of the GM model and the compu-
tational cost of the training process is the number of applied Gaussian functions (K ) in
the model. This parameter must be specified adequately by the user to avoid the prob-
able overfitting or underfitting. Here, a sensitivity analysis is performed to ascertain the
optimal K . The details of it can be found in Appendix I. From this analysis, K = 100 and
K = 500 are assigned as the number of Gaussian for the Ar-Au and H2-Ni systems, respec-
tively. Using these numbers of the Gaussian functions, the training of the GM model on
a regular laptop computer takes around 3 and 40 minutes for the Ar-Au and H2-Ni sys-
tems. The GM model manifests its best performance when all the components of the
training data are normally distributed [34]. In the case of both gas-solid pairs considered
in this work, except for the normal velocities (v ′

y ,vy ) following the Rayleigh distributions,
the other components in the training data follow a Gaussian distribution. To obtain the
same kind of distribution for the normal velocity components, initially, for each normal
velocity pair (v ′

y ,vy ), an implicit pair (−v ′
y ,−vy ) was added to the dataset. Afterward, im-

plementing the expression given in Equation 6.3 results in the Gaussian distributions for
the normal velocity components [33].

T (θ) =
√

2βI er f −1
[

1−2exp

(

−
θ2

2βI

)]

,βI =
kB TI

mg
(6.3)

where TI refers to the temperature of impinging gas molecules and can be calculated
based on the average translational kinetic energy of the gas molecules. Applying such a
transformation doubles the size of the data in the normal direction. Thus, to be consis-
tent with the number of data points related to the other velocity components, half of the
resulted new normal velocity components are added to the final training data.
After performing those mentioned above preprocessing on the MD collisional data (X ),
including the impinging (xI ) and the outgoing (xO ) velocity components, the GM model
is employed to estimate the joint probability density of the collisional data. GM employs
the superposition of multiple multivariate Gaussians to describe the probability density
of the collisional data as:

P (xO , xI ) =
K
∑

i=1
ρi pi (xO , xI )

pi (xO , xI ) = N
(

X |µ⃗i ,Σi

)

(6.4)

whereρi , i = 1,2, ...,K are the mixture component weights with the constraint that
∑K

i=1ρi =
1, µ⃗i is the mean vector, and Σi is the covariance matrix. These model parameters are de-
termined using the expectation-maximization (EM) optimization algorithm [135]. Each
component, pi , of the mixture model is a multivariate Gaussian function given as:

N
(

X |µ⃗i ,Σi

)

=
1

(2π)M/2|Σi |1/2
exp

[

−
1

2
(X − µ⃗i )′Σ−1

i (X − µ⃗i )

]

(6.5)
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where M refers to the dimensionality of the dataset. To properly incorporate the GM
model results into a DSMC simulation a conditional PDF, RGM (xO |xI ), is required. To at-
tain such Probability Density Function (PDF), in the first step, the obtained mean vector
(µ⃗i ) and covariance matrix (

∑

i ) for each individual i, multivariate Gaussian component
(∀ i in {1 · · ·K }) are partitioned as follows:

µ⃗i =
[

µiO

µi I

]

, Σi =
[

ΣiOO ΣiOI

Σi IO Σi I I

]

(6.6)

where all the sub-matrices presented in
∑

i are square matrices with the size of (3× 3)
and (5×5) for the Ar-Au and H2-Ni systems, respectively. The GM scattering kernel is of
the following form:

RGM (XO |X I ) =
K
∑

i=1
ρ̃i (X I ) pi (XO |X I ) (6.7)

where the new set of weights ρ̃i (X I ) can be computed as:

ρ̃i (X I ) =
ρi pi (X I )

∑K
i=1ρi pi (X I )

(6.8)

The marginal pi (X I ) and the conditional pi (XO |X I ) distributions demonstrated in Equa-
tions 6.8 and 6.7 are evaluated as [140]

pi (X I ) =
∫

pi (XO , X I )d XO = N (X I |µi I ,Σi I I ) (6.9)

and

pi (XO |X I ) =
pi (XO , X I )

pm (X I )
= N (XO |µiO|I ,ΣiO|I )

µiO|I =µiO +ΣiOIΣ
−
i I I 1(xI −µi I )

ΣiO|I =ΣiOO −ΣiOIΣ
−
i I I 1Σi IO (6.10)

From each MD collisional dataset, 75% is applied for the training of the GM model, and
the remaining data is utilized for validation purpose.
Finally, it should be pointed out that all the predicted velocity components by the GM
model, in accordance with the initial distributions of the training data, follow Gaus-
sian distributions. Therefore, to compare the GM model predictions with the original
MD data, the normal velocity components are needed to be transferred back into the
Rayleigh distribution using the following expression [33]:

Z (θ) =

√

√

√

√−2βO ln

[

1

2
−

1

2
er f (

θ
√

2βO

)

]

,βO =
kB TO

mg
(6.11)

where TO refers to the temperature of reflected gas molecules from the surface and can
be computed based on the average translational kinetic energy of the gas reflected gas
molecules.
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6.2.3. DSMC SIMULATION

DSMC simulation, a stochastic approach suitable for rarefied gases (K n > 0.1), is con-
sidered the most popular particle-based simulation approach that has been successfully
applied in a wide range of technological flow applications [1].
The DSMC method models gases using discrete particles which normally represent a
large number of real molecules. A probabilistic collision method is used to solve the
Boltzmann equation [11]. The DSMC particles are initially distributed randomly in the
simulation box. In this work, a one-to-one correspondence between the DSMC particles
and MD molecules is established. In addition to particles’ locations, their initial veloc-
ities are assigned randomly from a Maxwellian distribution at the given temperature.
For H2 particles, their initial rotational energy are generated based on equipartition the-
orem according to the prescribed temperature. The DSMC domain is subdivided into
nbins in the y-direction with dimensions smaller than the particles’ mean free path (see
Figure 6.1). Within each cell, the macroscopic flow properties, such as density or tem-
perature, are calculated through sampling the particle statistics over a number of inde-
pendent simulation trials, presented by time averaging. Particles can freely travel across
the DSMC domain and collide with other particles. One key difference between the MD
and DSMC is indeed the essence of the interparticle collisions in these approaches. In
an MD simulation, the collisions are deterministic, described by interatomic potential
functions. Integrating these functions numerically, one can derive the molecules’ exact
postcollisional velocity and position. On the contrary, in a DSMC simulation, the inter-
particle collisions are stochastic, defined by simplified molecular interaction models. In
this work, the variable hard sphere (VHS) model [11] is employed to describe the gas-gas
collisions in the studied systems. The viscosity index, δ, for Ar and H2 gases is set to 0.81
and 0.67, respectively [11]. Besides, in the case of H2 molecules the Borgnakke-Larsen
(BL) model [53] is applied to deal with the possible energy exchange between the trans-
lational and rotational energy modes. The rotational collision number [11], Zr, required
in the BL model computed using the empirical relation (Zr = 10480/T δ

a ) proposed by
Boyd et al. [148] for H2 gas. Assuming stochastic nature for the intermolecular collisions
is one of the substantial advantages of DSMC over MD simulation that makes it signifi-
cantly less intensive from a computational point of view.
In general, DSMC is a promising tool for obtaining accurate gas transport properties
outside the gas-solid surface interaction layer, defined by the cutoff distance of the inter-
atomic potential [145]. In fact, near surface effects, such as the presence of the adsorp-
tion layer caused by the attractive part of the interaction potential, can not be captured
by the common DSMC tools. To overcome this shortcoming, as it was suggested in [145],
the DSMC domain length, LDSMC, is shortened a bit and covers only the distance consid-
ered between the virtual borders in the MD simulation as LDSMC = Ly-2rc (see Figure 6.1).
As a result, the exact number of DSMC particles, NDSMC, is a bit less than the number of
particles used in the MD simulation since the gas particles adsorbed on the surface are
not included in the DSMC simulation. This issue will be elaborated on more in the fol-
lowing section.
In DSMC, at the gas-solid interface, the velocity vectors for the reflected particles are typ-
ically determined by sampling from a specific distribution function known as a scatter-
ing kernel. Here, the CLL and GM scattering kernels are employed at the virtual borders
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(see Figure 6.1). Periodic boundary conditions are applied in the lateral directions (x,z).
Another important issue is that in the case of H2 molecules the rotational velocity vec-
tors (ω′′′,ω) are used for the training of the GM model. However, in the currently available
DSMC solvers particles are treated as the point-particles and they do not explicitly model
rotational velocities but rather accounts for a scalar value for the rotational energy. To
deal with this issue, as it was suggested by K. Yamamoto et al. [21], the impinging rota-
tional energy is equally decomposed into two rotational velocities in the rotational di-
rections (ω′

1 =ω′
2 =

√

Er ot−I /Ig ).
In this work, DSMC simulations are carried out using dsmcFoam+ [149] solver, a DSMC
solver implemented within the Open- FOAM [150] software framework. More details
about integrating the GM scattering kernel into the DSMC solver are given in Appendix J.

6.3. RESULTS AND DISCUSSION
The performance of the GM and CLL scattering kernels employed as boundary condi-
tions in DSMC simulations are investigated using the MD results as the reference solu-
tions. For each gas-solid pair, two benchmarking case studies are considered: (i) isother-
mal Fourier thermal problem, in which the temperature of the bottom and top walls are
set to 300 K; (ii) non-isothermal Fourier thermal problem, in which the temperature of
the bottom wall is maintained at 300 K, while that of the top wall is fixed at 500 K. For each
case study after performing the MD simulations, the required ACs in the CLL scattering
kernel are computed. These ACs for the Ar-Au and H2-Ni systems are listed in Tables 6.2
and 6.3 , respectively. Different physical and statistical criteria are employed to assess
the performance of the applied scattering kernels, including the number density and
temperature profiles between two walls, as well as the predicted velocity distributions at
the gas-wall interfaces. In the case of the predicted number density and temperature by
DSMC, the accuracy of the simulation results is determined by measuring the deviations
of the DSMC results from the pure MD results. Considering xy−DSMC as the predicted
number density or temperature in a spacial bin by the DSMC approach coupled to the y

scattering kernel, the deviations are computed by
√

(xy−DSMC −xMD )2/xMD , where xMD

refers to the corresponding property obtained from the MD simulation.

Table 6.2: Tangential momentum (αx ) and normal energy (αn ) accommodation coefficients of the Fourier
thermal problem for the Ar-Au system obtained from MD simulations. These values are from Table 3.2

(isothermal wall system, Sw = 0) and Table 3.3 (non-isothermal wall system, Sw = 0).

System Wall αx αn

Isothermal B/ T 0.876 0.910

Non-isothermal
B 0.886 0.910
T 0.775 0.856

6.3.1. ISOTHERMAL AR-AU SYSTEM
Figure. 6.2 shows the density and temperature profiles of the isothermal Fourier prob-
lem for Ar-Au system obtained from the DSMC simulations combined with GM and CLL
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Table 6.3: Tangential momentum (αx ), normal energy (αn ), and rotational energy (αr ot ) accommodation
coefficients of the Fourier thermal problem for the H2-Ni system obtained from MD simulations. These

values are from Table 4.2.

System Wall αx αn αr ot

Isothermal B/ T 0.958 0.758 0.666

Non-isothermal
B 0.928 0.724 0.600
T 0.923 0.730 0.600

scattering models alongside the pure MD results. As indicated in the previous section,
gas-wall interaction zones need to be excluded to have a fair comparison between the
MD and DSMC results. The reason is that DSMC cannot predict gas transport properties
in these areas. In all the case studies in this work, looking at the number density profile
obtained from the MD simulations, the number of the adsorbed gas molecules on the
surfaces, Nads, are excluded from the total number of the MD particles, NMD, resulted in
NDSMC = NMD - Nads. As an example, in the present case study NMD = 800. Based on the
number density profile (see Figure 6.2a), the total number of Ar atoms adsorbed at the
bottom and top walls are about Nads = 225, which leads to NDSMC = 575.
From Figure 6.2 it is deduced that the DSMC results using both the CLL and GM scatter-
ing models are in good agreement with the original MD results. To be more specific, the
average deviations of the predicted number densities by the GM-DSMC and CLL-DSMC
are 0.4% and 0.5%, respectively. While for the temperature, the deviations are 0.2% on
average.
The correlation between the impinging and outgoing velocity components, as well as
the PDF of the outgoing velocity components obtained from the applied simulation ap-
proaches for the isothermal Ar-Au system, are depicted in Figure 6.3. It is seen that in
this case study, which resembles the fully equilibrium condition in the system, the ve-
locity distributions predicted by the GM-DSMC and CLL-DSMC approaches match well
the MD data.
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Figure 6.2: Variation of the macroscopic quantities of the isothermal Fourier problem for Ar-Au system
obtained from the pure MD simulation and DSMC simulations combined with the GM and CLL scattering

models. (a) number density, (b) temperature. rc=12 Å.

Figure 6.3: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity
components in [Å/ps] of the isothermal Fourier problem for Ar-Au system at the bottom wall. The dashed

horizontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate
the least-square linear fit of the data, its slope infers: 1-AC. In the last column the corresponding PDF for the

reflecting particles are shown.
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6.3.2. NON-ISOTHERMAL AR-AU SYSTEM
In Figure 6.4, the variation of the local number density and temperature observed in
the MD simulation and the predicted trends by the GM-DSMC and CLL-DSMC of the
non-isothermal Fourier problem for Ar-Au case study are presented. In general, having
a higher temperature at the top wall causes less number of atoms to be adsorbed at the
surfaces in this case (i.e., Nads= 222, NDSMC=578). Regarding the number density (see Fig-
ure 6.4a), similar to the previous case study, the predicted results by DSMC incorporating
both scattering models are consistent with the MD data. Here, the average deviations of
the predicted results are 0.6% for both GM-DSMC and CLL-DSMC approaches. In the
case of the temperature profile (see Figure 6.4b), the trend predicted by the GM-DSMC
in the bulk of the domain matches well the pure MD results. Here, the deviations are
0.2%. On the other hand, in most parts of the simulation domain, the results predicted
by the CLL-DSMC method deviate from the MD results, observing the highest deviation
close to the top wall, which is 4%.
Another observation is the noticeable temperature jump between the consecutive bins
located at the beginning and end of the simulation domain. This observation is in line
with the previously observed temperature jump adjacent to the solid surface induced by
the strong gas-wall interactions within the potential cutoff distance [83].
The scattering results obtained from the MD, GM-DSMC, and CLL-DSMC approaches
at the bottom and top walls are presented in Figures 6.5 and 6.6, respectively. It is seen
that the velocity clouds predicted by the GM-DSMC and CLL-DSMC approaches are very
similar to the MD results. Looking at the PDFs of the outgoing velocities in the x and z-
directions at both walls, some discrepancies between the CLL-DSMC and MD results
around the peak of the graph are seen. Nevertheless, the results from the GM-DSMC
approach are always in good agreement with the MD results.
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Figure 6.4: Variation of the macroscopic quantities of the non-isothermal Fourier problem for Ar-Au system
obtained from the pure MD simulation and DSMC simulations combined with the GM and CLL scattering

models. (a) number density, (b) temperature. rc= 12 Å.

Figure 6.5: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity
components in [Å/ps] of the non-isothermal Fourier problem for Ar-Au system at the bottom wall. The

dashed horizontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines
indicate the least-square linear fit of the data, its slope infers: 1-AC. In the last column the corresponding PDF

for the reflecting particles are shown.

6.3.3. ISOTHERMAL H2-NI SYSTEM
Variations of the number density and temperature in the case of the isothermal Fourier
problem for the H2-Ni system are shown in Figure 6.7. Comparing the number density
profile obtained from the MD simulation with the one for the isothermal Ar-Au system
(see Figure 6.2a), presence of the weaker adsorption layer is seen in the current case
study. This is manifested through the relatively smaller difference between the number
densities of the consecutive bins near the walls in the current case than the isothermal
Ar-Au system. It is seen that for the isothermal H2-Ni system the measured number den-
sities in all bins are in the same order of magnitudes, while for the isothermal Ar-Au
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Figure 6.6: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity
components in [Å/ps] of the non-isothermal Fourier problem for Ar-Au system at the top wall. The dashed

horizontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate
the least-square linear fit of the data, its slope infers: 1-AC. In the last column the corresponding PDF for the

reflecting particles are shown.

system the number densities near the walls are one order of magnitude higher than the
ones in the bulk. This outcome is caused by significantly higher mass of the Ar atom
compared to the H2 (mAr ≈ 20mH2). Regarding the number of particles used in the MD
and DSMC simulations of the H2-Ni system, NMD=900 particles were used in the MD
simulation. It was observed that around 100 particles were trapped in the gas-surface
interaction zones during the MD simulation. Therefore, NDSMC = 800 particles were con-
sidered in the DSMC simulation.
Going back to the predicted trends of the number density and temperature obtained
based on different approaches in this case study, the results of GM-DSMC and CLL-
DSMC agree with MD data. Here, the deviations of the predicted number densities by
the GM-DSMC and CLL-DSMC are 0.6% and 0.4%, respectively. On the other hand, the
temperature results of the DSMC simulations coupled with the GM and CLL scattering
models on average deviate around 0.2% from the MD results.
The correlation plots and PDFs for different translations velocity components and en-
ergy modes of the isothermal Fourier problem for H2-Ni system are presented in Fig-
ure 6.8. It is shown that in this case study, there is a good agreement between the corre-
lation plots and PDFs of the partial translational velocity components, and the rotational
energy mode. However, Etr and Etot correlation clouds of the pure MD and GM-DSMC
are narrower than the CLL-DSMC approach, which since Etot = Etr +Er ot the mismatch
in Etr induced the mismatch in the results for Etot .
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Figure 6.7: Variation of the macroscopic quantities of the isothermal Fourier problem for the H2-Ni system
obtained from the pure MD simulation and DSMC simulations combined with the GM and CLL scattering

models. (a) number density, (b) temperature. rc=10 Å.



6

132 6. A HYBRID GM-DSMC METHOD TO STUDY THE FOURIER THERMAL PROBLEM

Figure 6.8: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational
velocity components in [Å/ps] and energy modes in [eV] of the isothermal Fourier problem for the H2-Ni

system at the bottom wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular
reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data, its slope
infers: 1-AC. In the last column the corresponding PDF of translational velocity components and energy

modes for the reflecting particles are presented.

6.3.4. NON-ISOTHERMAL H2-NI SYSTEM

Figure 6.9 shows the number density and temperature profile in the case of the non-
isothermal Fourier problem for the H2-Ni system. First of all, from the MD simulation it
is realized that Nads= 84 H2 are adsorbed on the surfaces. Therefore, NDSMC=806 particles
are used in the DSMC simulation. Regarding the number density variation, it is observed
that within the bulk of the simulation domain, the GM-DSMC approach results match
well the MD data. Here, the deviations of the GM-DSMC results are around 0.6% on aver-
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age. However, unlike all the previously investigated ones, a notable discrepancy between
the density profiles obtained from the MD and CLL-DSMC is observed in the current
case study. In this case, the highest deviation is measured near the top wall, which is 8%.
In Figure 6.9b, it is depicted that the predicted temperature profiles based on both GM-
DSMC and CLL-DSMC approaches deviate from the reference MD results. Nevertheless,
the GM-DSMC approach still outperforms the CLL-DSMC approach. Herein, the high-
est deviations based on the GM-DSMC approach are measured at the first and last bins,
which are 2% and 1%, respectively. On the other hand, using the CLL-DSMC approach,
the deviations on the same bins are 9% and 10%, respectively.
The scattering results at the bottom wall of the non-isothermal Fourier problem for the
H2-Ni system are shown in Figure. 6.10. It is seen that the correlations plots of the trans-
lation velocity components obtained from the GM-DSMC and CLL-DSMC are in good
agreement with the MD results. However, while the correlation graphs for Vx and Vz

components obtained from the CLL-DSMC resemble perfect ellipsoid, the MD results
look more skewed around the diagonal line. This observation, which can be perfectly
captured by the GM-DSMC approach, indicates that many gas molecules with high ve-
locity experience almost specular reflection. In addition, the PDFs of the outgoing ve-
locity components predicted by the GM-DSMC approach are a perfect match, while the
CLL-DSMC predictions deviate from the MD results around the peak value of the PDF
plots. Looking at the scattering results related to the different energy modes, except for
the rotational energy mode, in the other energy modes, the results from the CLL-DSMC
deviate from the MD results. Nevertheless, the GM-DSMC results are in better agree-
ment with the MD results. Except for the PDF of rotational energy mode, the peak values
of all PDFs predicted by the CLL-DSMC approach are higher than MD and GM-DSMC
results. A higher peak implies a lower temperature. Therefore, the CLL-DSMC overesti-
mates the degree of H2 accommodation to the surface. This issue is also seen in the cor-
relation graphs for Etr and Etot , in which the slopes of the red lines, indicating 1-AC, are
smaller for CLL-DSMC in comparison with the MD and GM-DSMC results. This leads to
a higher AC for the CLL-DSMC method, and therefore to a lower temperature jump near
the walls. The relatively large mismatch between the reference MD and the CLL-DSMC
results in this case study is caused by the small molecular weight of H2 molecules and
the small size of the channel. In the MD simulation, the light H2 molecules move very
fast between the two plates causing the temperature in different parts of the bulk to con-
verge towards the average value of the bottom and top plates temperatures (Ta = 400K ).
Based on the incoming and outgoing collisional data recorded at each wall, we can com-
pute the incoming and outgoing gas temperatures. For the non-isothermal H2-Ni system
based on the MD results, the incoming and outgoing temperatures at the bottom wall are
Tin-MD-b = 403 K and Tout-MD-b = 378 K, respectively. On the top wall, the incoming and
outgoing gas temperatures are Tin-MD-t = 385 K and Tout-MD-t = 411 K. These tempera-
tures are closer to the MD values. Therefore, we expect that mismatch between the MD
and CLL-DSMC would decrease as we increase the system size. Our hybrid GM-DSMC
model can deal with this, while the CLL scattering model can not anticipate such behav-
ior. Next, the performance of the CLL model also highly depends on the values of applied
ACs. As an example, Spijker et al. [66] computed ACs for the Ar-Pt system based on the
classical and correlation approaches. The obtained ACs from the correlation approach
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were slightly higher than classical approach. In their study, they showed a significant
difference in the CLL scattering model results, based on the computed ACs. In this work,
the obtained ACs (see Table 6.3), especially the tangential momentum AC, are high, indi-
cating a large degree of accommodating the gas molecules to the neighboring surfaces.
The scattering results at the top wall of the non-isothermal H2-Ni system are shown in
Figure 6.11. Comparing the results obtained from the MD, GM-DSMC, and CLL-DSMC,
similar trends to the bottom wall can also be seen here. For Er ot , the results of GM-
DSMC and CLL-DSMC are consistent with the MD data. For the other energy modes and
translational velocity components, the GM-DSMC results are always in better agreement
with MD results than the CLL-DSMC results. Looking at the PDFs, except for Er ot , in the
other components, the peak value of the PDF predicted by the CLL-DSMC is lower than
MD and GM-DSMC results. It means CLL-DSMC predicts a higher temperature for re-
flected gases. This observation, alongside underestimating the outgoing temperature at
the bottom wall, indicates that the CLL-DSMC is not able to predict the actual tempera-
ture jump happening at the gas-solid interfaces. Such a conclusion can also be derived
from Figure 6.9b, in which the predicted temperatures by the CLL-DSMC near the cold
and hot walls are respectively lower and higher than the reference MD results.

Figure 6.9: Variation of the macroscopic quantities of the non-isothermal Fourier problem for H2-Ni system
obtained from the pure MD simulation and DSMC simulations combined with the GM and CLL scattering

models. (a) number density, (b) temperature. rc= 10 Å.
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Figure 6.10: Correlations between incoming (horizontal-axis) and outgoing (verical-axis) translational
velocity components in [Å/ps] and energy modes in [eV] of the non-isothermal Fourier problem for H2-Ni

system at the bottom wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular
reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data, its slope
infers: 1-AC. In the last column the corresponding PDF of translational velocity components and energy

modes for the reflecting particles are presented.
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Figure 6.11: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational
velocity components in [Å/ps] and energy modes in [eV] of the non-isothermal Fourier problem for the H2-Ni

system at the top wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular
reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data, its slope
infers: 1-AC. In the last column the corresponding PDF of translational velocity components and energy

modes for the reflecting particles are presented.
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6.4. CONCLUSIONS
DSMC simulation, as the most common particle-based simulation technique, can be
applied to derive precise solutions of gas transport properties outside the gas-wall in-
teraction layer based on the accurate velocity distribution function of the reflected gas
molecules provided by MD simulation. In this work, MD simulations on monoatomic
and diatomic gases-surface interactions under thermal equilibrium and non-equilibrium
conditions are carried out. Using the MD collisional data, including the pre and postscat-
tered molecular gas velocities from each case study, an unsupervised machine learning
approach, called the GM model, is employed to construct a gas-surface boundary model.
The GM boundary model is in the form of a conditional multivariate PDF that can repro-
duce the postscattered gas molecular velocities based on their initial imposed velocities.
The GM scattering kernel is incorporated in a pure DSMC simulation as a boundary con-
dition to study isothermal and non-isothermal Fourier problems. In each case study, the
performance of the proposed model (GM-DSMC) is assessed against the DSMC simula-
tions based on the CLL scattering kernel (CLL-DSMC) using MD results as the reference
solution. Comparing different physical (e.g., temperature field) and stochastic (e.g., ve-
locity and energy distributions) parameters obtained from the applied simulation ap-
proaches confirm the superiority of the GM-DSMC approach.
These results pave the way to develop a multiscale simulation scheme that can accu-
rately measure different flow field properties by efficiently including the microscopic
non-continuum phenomena into the DSMC simulation.
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7.1. CONCLUSIONS

In this work, Molecular Dynamics (MD) simulation, as the most accurate particle-based
simulation technique, is employed to achieve a fundamental understanding of the physics
of the scattering process of rarefied gases from solid surfaces. In such simulations, the
pair potential used to describe the gas-solid interactions is among the most important
parameters affecting the MD results. Performing Quantum Mechanics (QM) calculations
is the most reliable approach for deriving such pair potential functions. To investigate
this issue, the energy and momentum accommodation coefficients of noble gases (Ar
and He) interacting with the Au surface were computed using MD simulations based
on pair potential functions obtained from different approaches. Different mixing rules,
as well as existing ab-initio computations, which is a QM calculation technique, were
employed to derive the coefficients of the pair potential function applied in MD simu-
lations. Comparing the obtained MD results for accommodation coefficients with the
empirical and numerical values in the literature reveals that the interaction potential
based on ab-initio calculations is the most reliable one for computing accommodation
coefficients. The study also reveals that the gas±gas interaction is an important aspect
that needs to be taken into account in the transient Knudsen regime since it leads to an
enhancement in obtained accommodation coefficients compared to values obtained via
the molecular beam approach. Therefore "full MD"simulations are preferred for deriv-
ing accommodation coefficients.
Although MD simulations can provide a detailed understanding of rarefied gas flow field
properties, pure MD simulations cannot be employed for macroscopic engineering prob-
lems. This is due to the considerably high computational cost of MD simulations. In the
most common approach, MD simulation is used to derive different accommodation co-
efficients. These coefficients are fed into various empirical scattering kernels, such as
the Cercignani±Lampis±Lord (CLL) model, that can be employed as boundary condi-
tions for coarse-grained particle-based simulation techniques such as DSMC to com-
pute flow field properties. However, in the systems encountered with highly nonequi-
librium or complex gas flow conditions, empirical scattering models that are based on a
limited number of constant parameters cannot completely describe the reflection of gas
molecules at the gas-solid interface.
Therefore, the Gaussian Mixture (GM) approach, an unsupervised machine learning
technique, is utilized to construct a robust gas scattering model based on the MD sim-
ulations results. The GM approach is a parametric approach. However, the number of
parameters in the model is not limited, and it can be adjusted to get the best perfor-
mance from the model. Based on a two parallel walls MD simulation setup, the GM
approach is used to derive the scattering kernels for monoatomic gases (Ar, He) inter-
acting with Au surfaces and diatomic gases (H2, N2) interacting with Ni surfaces. The
entire MD collisional data is applied to train the GM scattering model. In the case of
monoatomic gases, this means the pre and postcollisional translational velocity compo-
nents of the gas atoms. For diatomic gas molecules, this refers to the pre and postcol-
lisional translational and rotational velocity components of gas molecules. Such con-
sideration guarantees the capability of the model to predict the possible interplay be-
tween the translational velocity components as well as the possible energy exchange
between the translational and rotational energy modes that can happen in the case of
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highly nonequilibrium systems. In addition, including gas-wall and gas-gas interactions
in the performed MD simulations makes the GM scattering kernel a suitable model for
dealing with adsorption-related problems. Benchmarked with the original MD results,
the performance of the GM scattering kernel is compared with the CLL scattering model
in different thermal problems that are commonly faced in rarefied gas flow systems, such
as the Fourier thermal problem, the Couette flow problem, and the combined Fourier-
Couette flow problem. The assessment is carried out in terms of different physical and
statistical parameters of the system and shows the superiority of the GM scattering ker-
nel.
The observed promising performance of the GM scattering kernel for both monoatomic
and diatomic gases confirms its potential to derive a generalized boundary condition
for rarefied gas systems. To investigate this matter, the surface temperature, one of the
important factors determining the behavior of gas molecules after reflecting from the
surface, is added to the training data used to construct the GM scattering kernel. Here,
two parallel walls systems: Ar-Au and H2-Ni are chosen as the case studies. For each
gas-solid pair, while the temperature of the bottom wall (Tb) is kept constant, the tem-
perature of the top wall changes in the range of 200 < Tt < 600 with steps of 100 K. The
collisional data obtained at the top wall of independent MD simulations are gathered
and utilized to train the GM scattering model at once. Using the MD results as the refer-
ence, the performance of the generalized GM scattering kernel is compared with the CLL
scattering kernel in terms of predicting different accommodation coefficients, as well as
the distributions of different velocity and energy modes. It is observed the results pre-
dicted by the GM scattering kernel are always in better agreement with MD results.
In the final step, the GM scattering kernel is incorporated in a Direct Simulation Monte
Carlo (DSMC) solver to study isothermal and non-isothermal rarefied gas flows in a sys-
tem with two parallel walls. Two gas-solid pairs are studied: Ar-Au and H2-Ni systems.
To fully investigate the coupling mechanism between the GM scattering kernel and the
DSMC approach, a one-to-one mapping between the corresponding MD and DSMC
simulation setups is considered. The DSMC simulations coupled to the GM scattering
kernel (GM-DSMC) results are assessed against the DSMC simulations coupled to the
CLL scattering kernel (CLL-DSMC) and the original MD solutions. The assessment is
carried out based on physical (e.g., temperature field) and stochastic (e.g., velocity and
energy distributions) parameters and reveals the superiority of the GM-DSMC approach.

7.2. OUTLOOK
In this work, MD simulation combined with machine learning technique is employed to
develop a computational tool to study rarefied gas flow systems. Next to the experimen-
tal tools, the proposed computational tool in this work can be applied to gain a funda-
mental understanding of the complex physics of rarefied gases-surface interactions.
The main focus of this work is on Extreme Ultraviolet Light (EUV) Photolithography ma-
chines used in the semiconductor industry. In these machines H2 gas is typically ap-
plied for cooling and cleaning purposes [151]. Therefore, the H2-Ni system was one of
the case studies in this work to exploit the interaction between H2 and solid surfaces in
terms of momentum and energy exchange. To describe the interactions between H and
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Ni atoms in this work, the sixth-power Waldman-Hagler combining rules [128] is em-
ployed. However, as addressed in Chapter 2, QM computations is the most reliable tech-
nique to derive the pair potential functions. Therefore, the first recommendation would
be employing QM techniques, such as ab-initio or density functional theory (DFT), to
derive more accurate force fields between H atoms of H2 molecules and desired solid
surfaces. However, this task is very challenging for H2 molecules. Such complexity arises
from the low polarizability of H2 molecules caused by the presence of only one valence
electron [152], as well as the nuclear quantum effects, such as tunneling and nuclear de-
localization [153].
In this work, the surface temperature is used as the only system parameter to construct
a generalized scattering kernel. However, other important parameters, such as gas tem-
perature, surface roughness, and surface speed can also affect the scattering process of
gas molecules from a surface. These parameters can also be added to the training data
of the GM scattering kernel to derive a more comprehensive scattering kernel.
This work proposes a direct coupling between the GM scattering kernel and DSMC. This
has been carried out to represent the fundamental capability of the GM scattering for
being integrated into a DSMC solver. The next step would be to exploit the capabili-
ties of the methodology for indirect coupling where the coarse-graining capability of the
DSMC technique is employed. Doing such results in a multiscale simulation scheme
that can accurately measure different flow field properties by efficiently including the
microscopic non-continuum phenomena into the DSMC simulation.
The GM scattering kernel is also considered a promising boundary model for implemen-
tation in other common numerical techniques, such as LBM and MoM. Nevertheless,
further studies are required to define the suitable schemes for coupling the GM scatter-
ing kernel into the aforementioned numerical methods.
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A. APPENDIX - COMPARISON BETWEEN VELOCITY CORRELATIONS, PDFS, AND ACS

OBTAINED FROM TRAINING, TESTING, AND THE GM MODEL FOR THE AR-AU SYSTEM

Figure A.1: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the Ar-Au system at the bottom wall (Tb = 300 K, Tt = 500 K, Sw = 0.5). The dashed hori-
zontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the
least-square linear fit of the data. In the last column the corresponding probability density function for the
reflecting particles is shown.

Table A.1: Tangential momentum (αx ,αz ), normal energy (αN E ), and energy (αE ) accommodation coefficients
for two parallel walls Ar-Au system at the bottom wall (Tb = 300 K, Tt = 500 K, Sw = 0.5), using MD training
and test data sets, as well as the GM model.

Model αx αz αN E αE

MDtrain 0.876 0.875 0.897 0.869
MDtest 0.874 0.876 0.895 0.866
GM 0.877 0.873 0.897 0.877
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B. APPENDIX-VELOCITY CORRELATIONS AND PDFS FOR THE AR-AU SYSTEM THAT ARE

NOT DISCUSSED IN THE MAIN TEXT

Figure B.1: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the Ar-Au system at the bottom wall (Tb = 300 K, Tt = 300 K Sw = 0.25). The dashed
horizontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate
the least-square linear fit of the data. In the last column the corresponding probability density function for the
reflecting particles is shown.

Figure B.2: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the Ar-Au system at the bottom wall (Tb = 300 K, Tt = 500 K Sw = 0.25). The dashed
horizontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate
the least-square linear fit of the data. In the last column the corresponding probability density function for the
reflecting particles is shown.



B

147

Figure B.3: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the Ar-Au system at the top wall (Tb = 300 K, Tt = 500 K Sw = 0.25). The dashed horizontal
and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-
square linear fit of the data. In the last column the corresponding probability density function for the reflecting
particles is shown.

Figure B.4: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the Ar-Au system at the top wall (Tb = 300 K, Tt = 500 K Sw = 0.5). The dashed horizontal
and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-
square linear fit of the data. In the last column the corresponding probability density function for the reflecting
particles is shown.
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C. APPENDIX-VELOCITY CORRELATIONS AND PDFS FOR THE HE-AU SYSTEM THAT ARE

NOT DISCUSSED IN THE MAIN TEXT

Figure C.1: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the He-Au system at the bottom wall (Tb = 300 K, Tt = 300 K Sw = 0.25). The dashed
horizontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate
the least-square linear fit of the data. In the last column the corresponding probability density function for the
reflecting particles is shown.

Figure C.2: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the He-Au system at the bottom wall (Tb = 300 K, Tt = 500 K Sw = 0). The dashed hori-
zontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the
least-square linear fit of the data. In the last column the corresponding probability density function for the
reflecting particles is shown.
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Figure C.3: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the He-Au system at the top wall (Tb = 300 K, Tt = 500 K Sw = 0). The dashed horizontal
and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-
square linear fit of the data. In the last column the corresponding probability density function for the reflecting
particles is shown.

Figure C.4: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the He-Au system at the bottom wall (Tb = 300 K, Tt = 500 K Sw = 0.25). The dashed
horizontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate
the least-square linear fit of the data. In the last column the corresponding probability density function for the
reflecting particles is shown.
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NOT DISCUSSED IN THE MAIN TEXT

Figure C.5: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the He-Au system at the top wall (Tb = 300 K, Tt = 500 K Sw = 0.25). The dashed horizontal
and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-
square linear fit of the data. In the last column the corresponding probability density function for the reflecting
particles is shown.

Figure C.6: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in nm/ps for the He-Au system at the bottom wall (Tb = 300 K, Tt = 500 K Sw = 0.5). The dashed hori-
zontal and diagonal lines indicate fully diffusive and specular conditions, respectively. Red lines indicate the
least-square linear fit of the data. In the last column the corresponding probability density function for the
reflecting particles is shown.
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D. APPENDIX- SENSITIVITY ANALYSIS TO DECIDE THE NUMBER OF GAUSSIANS USED IN

THE GM MODEL FOR DIATOMIC GAS MOLECULES

In the case of the GM model a sensitivity analysis is needed to select the optimal
number of the Gaussian functions. Here, for both gas-solid pairs the isothermal Fourier
thermal problem without any heat flux(Tb = Tt =300 K) is chosen as the benchmark sys-
tem. Afterwards, the number of Gaussians K is varied in the range of K = 1 to 1000, and
the ACs for different gas molecule’s energy modes consist of the translational energy AC
(αtr ), the rotational energy AC (αr ot ), and the total energy AC (αtot ) driven from the GM
model are compared with the corresponding values obtained from the original MD data.
From Figure D.1 it can be understood that for H2-Ni system there is no considerable
change in the values of the ACs for K Ê 500. Therefore, K = 500 is used as the number of
Gaussian functions in the GM model in the case of H2-Ni system. The results for N2-Ni
system are illustrated in Figure D.1. In this case study for K Ê 100 already the difference
between all the computed ACs based on the GM model and the MD results is less than
5%. However, considering more importance for the total energy AC, the smallest K , at
which the difference between the GM model and MD results is the lowest (K = 450) is
used as the number of Gaussians for training the GM model based on the results from
N2-Ni system.

Figure D.1: Accommodation coefficients related to the translational energy (αtr ), rotational energy (αr ot ),
and total energy (αtot ) computed using atomistic simulations and the GM scattering model using different
number of Gaussian functions K
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E. APPENDIX-CORRELATION GRAPHS AND PDFS FOR H2 -NI CASE STUDIES THAT ARE NOT

DISCUSSED IN THE MAIN TEXT

Figure E.1: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of the non-isothermal Fourier thermal problem for H2-Ni
system at the top wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular
reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last
column the corresponding probability density functions of the translational velocity components and energy
modes for the reflecting particles are presented
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Figure E.2: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of Couette flow problem (Sv =0.2) for H2-Ni system at the
bottom wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection,
respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last column the
corresponding probability density functions of the translational velocity components and energy modes for
the reflecting particles are presented
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DISCUSSED IN THE MAIN TEXT

Figure E.3: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of combined Fourier-Couette flow problem for H2-Ni system
at the bottom wall (Sv = 0.2). The dashed horizontal and diagonal lines demonstrate fully diffusive and specu-
lar reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last
column the corresponding probability density functions of the translational velocity components and energy
modes for the reflecting particles are presented
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Figure E.4: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of combined Fourier-Couette flow problem for H2-Ni system
at the top wall (Sv = 0.2). The dashed horizontal and diagonal lines demonstrate fully diffusive and specular
reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last
column the corresponding probability density functions of the translational velocity components and energy
modes for the reflecting particles are presented
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DISCUSSED IN THE MAIN TEXT

Figure E.5: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of combined Fourier-Couette flow problem for H2-Ni system
at the bottom wall (Sv = 0.4). The dashed horizontal and diagonal lines demonstrate fully diffusive and specu-
lar reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last
column the corresponding probability density functions of the translational velocity components and energy
modes for the reflecting particles are presented
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F. APPENDIX-CORRELATION GRAPHS AND PDFS FOR N2 -NI CASE STUDIES THAT ARE NOT

DISCUSSED IN THE MAIN TEXT

Figure F.1: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of the isothermal Fourier thermal problem for N2-Ni system at
the bottom wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection,
respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last column the
corresponding probability density functions of translational velocity components and energy modes for the
reflecting particles are presented
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Figure F.2: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of the non-isothermal Fourier thermal problem for N2-Ni
system at the bottom wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular
reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last
column the corresponding probability density functions of the translational velocity components and energy
modes for the reflecting particles are presented
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F. APPENDIX-CORRELATION GRAPHS AND PDFS FOR N2 -NI CASE STUDIES THAT ARE NOT

DISCUSSED IN THE MAIN TEXT

Figure F.3: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of Couette flow problem (Sv =0.2) for N2-Ni system at the
bottom wall. The dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection,
respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last column the
corresponding probability density functions of the translational velocity components and energy modes for
the reflecting particles are presented
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Figure F.4: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of combined Fourier-Couette flow problem for N2-Ni system
at the bottom wall (Sv = 0.2). The dashed horizontal and diagonal lines demonstrate fully diffusive and specu-
lar reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last
column the corresponding probability density functions of the translational velocity components and energy
modes for the reflecting particles are presented
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F. APPENDIX-CORRELATION GRAPHS AND PDFS FOR N2 -NI CASE STUDIES THAT ARE NOT

DISCUSSED IN THE MAIN TEXT

Figure F.5: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of combined Fourier-Couette flow problem for N2-Ni system
at the top wall (Sv = 0.2). The dashed horizontal and diagonal lines demonstrate fully diffusive and specular
reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last
column the corresponding probability density functions of the translational velocity components and energy
modes for the reflecting particles are presented
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Figure F.6: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of combined Fourier-Couette flow problem for N2-Ni system
at the top wall (Sv = 0.4). The dashed horizontal and diagonal lines demonstrate fully diffusive and specular
reflection, respectively. Solid red lines demonstrate the least-square linear fit of the kinetic data. In the last
column the corresponding probability density functions of the translational velocity components and energy
modes for the reflecting particles are presented
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G. APPENDIX-CORRELATION GRAPHS AND PDFS OF THE GENERALIZED GM MODEL FOR

THE AR-AU SYSTEM

Figure G.1: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in [Å/ps] for Ar-Au system at the top wall(Tb=300 K,Tt=200 K). The dashed horizontal and diagonal lines
indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square linear fit of the
data. In the last column the corresponding probability density functions for the reflecting particles are shown.

Figure G.2: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in [Å/ps] for Ar-Au system at the top wall(Tb=300 K,Tt=300 K). The dashed horizontal and diagonal lines
indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square linear fit of the
data. In the last column the corresponding probability density functions for the reflecting particles are shown.
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Figure G.3: Velocity correlations of impinging (horizontal-axis) and reflected (vertical-axis) velocity compo-
nents in [Å/ps] for Ar-Au system at the top wall(Tb=300 K,Tt=500 K). The dashed horizontal and diagonal lines
indicate fully diffusive and specular conditions, respectively. Red lines indicate the least-square linear fit of the
data. In the last column the corresponding probability density functions for the reflecting particles are shown.
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H. APPENDIX-CORRELATION GRAPHS AND PDFS OF THE GENERALIZED GM MODEL FOR

THE H2 -NI SYSTEM

Figure H.1: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of H2-Ni system at the top wall (Tb = 300 K,Tt = 300 K). The
dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection, respectively. Solid
red lines demonstrate the least-square linear fit of the kinetic data. In the last column the corresponding
probability density functions of the translational velocity components and energy modes for the reflecting
particles are presented
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Figure H.2: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of H2-Ni system at the top wall (Tb = 300 K,Tt = 400 K). The
dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection, respectively. Solid
red lines demonstrate the least-square linear fit of the kinetic data. In the last column the corresponding
probability density functions of the translational velocity components and energy modes for the reflecting
particles are presented
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H. APPENDIX-CORRELATION GRAPHS AND PDFS OF THE GENERALIZED GM MODEL FOR

THE H2 -NI SYSTEM

Figure H.3: Correlations between incoming (horizontal-axis) and outgoing (vertical-axis) translational velocity
components in [Å/ps] and energy modes in [eV] of H2-Ni system at the top wall (Tb = 300 K,Tt = 500 K). The
dashed horizontal and diagonal lines demonstrate fully diffusive and specular reflection, respectively. Solid
red lines demonstrate the least-square linear fit of the kinetic data. In the last column the corresponding
probability density functions of the translational velocity components and energy modes for the reflecting
particles are presented
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I. APPENDIX-SENSITIVITY ANALYSIS TO DECIDE THE NUMBER OF GAUSSIANS USED IN THE

GM MODEL FOR MONO/DIATOMIC GAS MOLECULES

In the case of the GM model a sensitivity analysis is required to choose the optimal
number of the Gaussian functions. In this work, for both gas-solid pairs the isothermal
Fourier thermal problem (Tb = Tt =300 K) is chosen as the benchmark system. The num-
ber of Gaussians, K , is varied in the range of K = 1 to 1000.
For the Ar-Au system, including only the translational degrees of freedom, the transla-
tional kinetic energy AC (αtr ) driven from the GM model is compared with the corre-
sponding value obtained from MD simulation. On the other hand, for the H2-Ni system
the ACs for different gas molecule’s energy modes consist of the translational energy AC
(αtr ), the rotational energy AC (αr ot ), and the total energy AC (αtot ) driven from the
GM model are compared with the reference MD results. The results of sensitivity anal-
ysis for both gas-solid pairs are shown in Figure I.1. In the case of the Ar-Au system, for
K Ê 50 already the difference between αtr based on the GM model and the MD data is
less than 5%. Therefore, K = 100 is utilized as the number of Gaussians for training the
GM model based on the results from the Ar-Au system. For the H2-Ni system for K Ê 500
the computed ACs become stable and no significant change in their values are observed.
Therefore, K = 500 is employed as the number of Gaussian functions in the GM model
in the case of H2-Ni system.

Figure I.1: Accommodation coefficients related to the translational energy (αtr ), rotational energy (αr ot ), and
total energy (αtot ) computed based on MD simulations and the GM scattering model using different number
of Gaussian functions K
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This section elaborates further upon integrating of the GM scattering kernel with the
applied DSMC solver in the case of H2-Ni system. The integration procedure for the
Ar-Au system is not discussed here as it is similar except that it excludes the angular ve-
locities.
First of all, considering xI = (v ′

x , v ′
y , v ′

z ,ω′
1,ω′

2) as the impinging, and xO = (vx , vy , vz ,ω1,ω2)
as the outgoing velocity components obtained from the MD simulation the correspond-
ing translational temperatures (TI ,TO) are computed. As addressed in Section 6.2.2.2
(Equation 6.3), TI is applied to transform the distribution of the impinging normal ve-
locity component from Rayleigh to Gaussian distribution. On the other hand, TO is uti-
lized to transform the distribution of the outgoing normal velocity component produced
by the GM scattering kernel from Gaussian to Rayleigh distribution (see Section 6.2.2.2
(Equation 6.11)).
After training the GM model using the the MD collisional data X = (xI , xO ) at a specific
wall, the model parameters ({ρi , µ⃗i ,Σi } ∀ i in {1 · · ·K }) are employed to calculate the fol-
lowing constants for each multivariate Gaussian function i:

S A,i =
1

(2π)M/4|Σi I I |1/2
(J.1)

SB ,i =Σ
−1
i I I (J.2)

SC ,i =ΣiOIΣ
−1
i I I (J.3)

SD,i =C hol
[

ΣiO|I +ϵI
]

(J.4)

S A,i and SB ,i are used in Equation 6.9 to compute pi (X I ). SCi and SD,i are applied to
sample from a multivariate Gaussian with arguments µiO|I and ΣiO|I . The procedure
proposed in Ref [140] is followed for sampling purpose. Assuming ΣiO|I is a positive
definitive matrix, the Cholesky decomposition (Chol) is used to decompose the covari-
ance matrix into the product of a lower triangular matrix and its transpose. In practice,
adding a small multiple of the identity matrix I to the covariance matrix may be required
for numerical stability. Here, ϵ = 0.0001 is used as a small perturbation. Generating
data based on the trained GM scattering kernel is one of the most crucial steps in the
GM-DSMC model. Therefore, the steps followed in sampling from a GM model are elab-
orated further in this appendix and in Figure J.1. The sampling procedure starts with
computing the probability, pi , of a given transformed impinging velocity, X ∗

I , j
belonging

to the Gaussian component i (block C1 in Figure J.1). Doing such for all K components
of the GM model, the accumulated weight, α, is computed. Using pi s and α, the new
set of weights, ρ̃i , is computed in block C2. These new weights, alongside selecting a
random number, R1, uniformly distributed between 0 and 1, are applied to choose the
specific component i from the mixture model to generate the final sample (block C4 in
Figure J.1). The arguments of the chosen Gaussian component (µi I , µiO , SCi , SD,i ) are
used to generate the final sample (block C6 in Figure J.1) based on a random vector, u,
drawn from a normal distribution with the mean value of 0 and variance of 1 (block C5 in
Figure J.1). This procedure is repeated M times to generate the corresponding outgoing
velocity of all the impinging velocities.
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Figure J.1: The steps (C1:C6) followed to generate M samples from a GM model with K components; X∗
I

and
X∗

O
are the transformed impinging and outgoing velocity vectors.

The scheme followed to couple the GM scattering kernel into the DSMC solver is
shown in Figure J.2. A DSMC particle approaching to the system boundary has the
translational velocity (v ′

x , v ′
y , v ′

z ) and the rotational energy Er ot−I . Since the GM mode is
trained based on the rotational velocities, in the first step (block E1 in Figure J.2) Er ot−I is
applied to derive the corresponding rotational velocities (ω′

1,ω′
2). In the next step (block

E2 in Figure J.2), the data preprocessing is carried out, which includes transforming the
normal velocity distribution from the Rayleigh into the Gaussian distribution and nor-
malizing the translational and rotational velocity vectors. The preprocessed impinging
velocity, X ∗

I , is used to generate the outgoing velocity vector, X ∗
O , in block E3. After-

ward, X ∗
O is converted back into the initial units, and the normal velocity distribution is

also transformed back into the Rayleigh distribution (block E4 in Figure J.2). Finally, the
rotational velocities are used to compute the corresponding outgoing rotational energy
value, Er ot−O , that alongside the outgoing translational velocity components (v ′

x , v ′
y , v ′

z )
are assigned to the reflected DSMC particle.

Figure J.2: The scheme showing the integration of the GM scattering kernel into DSMC solver.
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