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Summary

A plasma is an ionized gas that exhibits collective behavior. Dusty or complex
plasmas – also coined Complex Ionized Media (CIM) - are generally defined as
plasmas containing additional micro- to nanometer-sized dust particles besides
their standard components (i.e. electrons, ions, and neutrals). The presence of
dust particles in a plasma phenomenally alters the plasma’s characteristics; these
alterations include a reduction in electron density, an increase in electron tem-
perature, and a reconfiguration of charged constituents. Either formed internally
inside the plasma, in the case of a reactive plasma or injected externally into it,
dust particles are known to become electrically charged upon interaction with
the plasma. Depending on the size of the particles, their position in the plasma,
and the temporal evolution of the plasma itself, these dust particles acquire a
(sometimes) positive or (often) negative charge. This particle charge is the key
parameter dictating the interactions of the particles with the surrounding plasma
and the interactions between plasma-immersed particles mutually. Moreover, it
also determines particle dynamics in (post-) plasma environments. Until now,
the processes regarding particle charging in plasma environments – especially for
particles with sizes in the nanometer regime – remain far from understood at an
elementary level.

Besides the importance of understanding particle (de-)charging in (post-) plasma
environments for scientific fields such as dusty and complex plasma physics, as-
trophysics, and aerosol science, there is an increased prevalence of the combina-
tion of plasma and particles embedded in it in semiconductor or other high-tech
industries. Mainly, due to the ever-shrinking length scales (i.e. into the nanometer
regime) of features processed in these advanced industries, the demand is placed
on investigating the charging of nanometer-sized particles to explore their dy-
namics in the plasmas used or inherently formed during the relevant processing
steps.



SUMMARY

The contents of this thesis revolve around the theme of

"charging and decharging processes of negative ions, nanoparticles, and
surfaces in low-pressure radiofrequency plasmas and the afterglows thereof".

This thesis aims at developing diagnostic methods to shed light on the un-
known charging and de-charging process of nanoparticles. The experimental re-
search conducted and reported in this thesis constitutes three main results chap-
ters. The first results chapter lays the foundation for the visualization of nanopar-
ticle charging to the end of surface charge monitoring, while the second and third
results chapters enhance the technique of Laser-Induced Photodetachment (LIP)
to investigate the temporal afterglows of electronegative (here oxygen-based) and
reactive (argon-acetylene based) plasmas as these plasmas contain negative ions
and a combination of negative ions and nanodust particles respectively. In this
thesis, the term "temporal afterglow (plasma)" refers to the phase of decaying (in
time) plasma after the plasma power source is terminated.

In the first results chapter of this thesis, surface charge-induced changes in
photoluminescence properties of quantum dots (QDs) are used for the visualiza-
tion of charge on a plasma-exposed surface. To this end, nanometer-sized semi-
conductors exhibiting special optical properties are deposited on a surface and
exposed to a low-pressure radiofrequency (RF) argon plasma. The photolumi-
nescence (PL) emission, i.e., light emitted by these so-called quantum dots upon
excitation by laser light, is used to detect the residence and quantify the density of
excess charges on the surface delivered to it by the plasma. First, the residence of
excess electrons on the surface is detected by monitoring the PL emission peak.
It has been observed that this peak is subject to a redshift resulting from elec-
tric fields associated with excess electrons residing near the surface of the QDs,
i.e., a phenomenon called the quantum-confined Stark effect. This redshift has
been measured to be 0.05 nm for QDs with a size of 6.1 nm in diameter. The
experimentally observed redshift is cross-checked with a surface charge model
that correlates the redshift to the electric fields originating from the random con-
figuration of surface electrons. Second, the surface charge density is quantified
by measuring the exact value of the redshift of the PL emission peak when in-
creasing the input power of the plasma. The redshift values are measured to be
higher for relatively higher input powers which can be explained by a higher sur-
face charge density for higher plasma input power. These results are confirmed
by approximating the electric field in the plasma sheath and cross-checking by a
discrete charge model.
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SUMMARY

In the second results chapter of this thesis, the diagnostic combination of
laser-induced photodetachment (LIP) operated at 1064 nm and 532 nm, and mi-
crowave cavity resonance spectroscopy (MCRS) is further developed and im-
proved to investigate the temporal afterglow of an electronegative plasma. More
specifically, these methods are applied to investigate the temporal evolution of
the densities of free electrons and negative ions (e.g., O−, O−

2 , and O−
3 ) with mi-

crosecond time resolution during the afterglow of a pulsed capacitively coupled
RF oxygen plasma. The temporal afterglow evolution of the electron density sig-
nificantly depends on the gas pressure, with a mode transition observed when the
pressure is increased from 3 Pa to 6 Pa. When operating at 3 Pa, the plasma op-
erates in the so-called γ- mode in which the electron density decays rapidly when
the power is terminated. Here, the electron density decay is dominated by plasma
diffusion and recombination at the plasma containment walls. At a slightly ele-
vated pressure of 6 Pa, the plasma operation transited to the so-called α- mode
in which a rampant release of electrons is caused by autodetachment of electrons
from mainly O− negative ions. The densities of oxygen anions were found to de-
cay on longer timescales compared to the decay time scale of the electrons when
the plasma is operated in γ- mode. In this case, during the afterglow phase, a
positive-ion-negative-ion plasma appears after the rapid decay of electrons and
before the decay of negative ions. In the α- mode, however, the emergence of au-
todetached electrons extends the total decay time of the electrons. This extended
residence of electrons in the afterglow leads to obstruction of negative ion fluxes
towards the plasma containment walls, a phenomenon characterized as the self-
trapping of negative ions in such afterglow plasmas.

In the third results chapter of this thesis, the temporal afterglow of a reactive
plasma was investigated by measuring electron and negatively charged species
densities temporally resolved using, again, the combination of LIP (operated at
266 nm) and MCRS. Here, a reactive plasma in a mixture of argon and acety-
lene gas was formed to initiate the particle growth process by polymerization
and to grow small clusters of dust particles internally. To ensure that a major-
ity of negatively charged species were to be converted to electrons and neutrals
by photodetachment, the laser light wavelength was set at 266 nm. The elec-
tron density was observed to decay rapidly (on ms timescales) when the plasma
power was cut. This decay was more rapid for longer plasma-on times prior to the
afterglow phase. This indicated an increased total particle surface area towards
which electrons could freely diffuse and recombine, leading to a significant addi-
tional electron depletion. The negatively charged species density was measured
to be higher for longer plasma-on times, indicating that more anions and (larger)
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SUMMARY

dust particles were formed during extended growth times. Upon switching off
the plasma, the negatively charged species, comprised of anions and nanometer-
sized dust particles, were found to decay on significantly long timescales of a few
seconds in the afterglow phase.

In conclusion, the work reported in this thesis advances the field in two man-
ners. First, the diagnostic approaches of I) surface charge visualization by QD
photoluminescence and II) the combination of laser-induced photodetachment
and microwave cavity resonance spectroscopy have been advanced in such a way
that they can be applied to investigate charging of surfaces and particles on the
nanoscale. Second, the application of these diagnostics has significantly extended
the elementary knowledge base regarding the governing mechanisms for particle
and surface (de-)charging by plasmas and afterglow plasmas. The research re-
ported in this work, therefore, provides valuable insight into the relevant scientific
fields and can be used in the high-tech industry to develop various contamination
control strategies as well as nanoparticle synthesis applications.

x



Chapter 1

Introduction

Plasmas are prevalent in multitudinous environments and applications that play
increasingly important roles in our daily lives, from the early constellations where
our planet earth began to form to photolithography machines that manufacture the
most vital product to our modern civilization: processor microchips. Essentially,
a plasma is an ionized gas containing charged species, i.e., electrons and posi-
tive ions, along with neutral gas atoms or molecules. The collective behaviour
associated with plasmas marks the fundamental distinction between this particu-
lar state of matter and the gas state. Ironically, the sheer complexity of plasmas
has shrouded these sources of light in mystery and darkness. As human species,
the unknown drives our curiosity, and it is the substance from which knowledge
can emerge. Therefore, we must utilize our diagnostic tools to shed light on the
plasma environment and understand the basic physics that accounts for its fun-
damental phenomena. Derived from the greek word phainomenon meaning that
which shines forth, a phenomenon can be used to illuminate the unknown and
visualize the elementary processes in plasma. In this dissertation, we use various
phenomena as diagnostic methods to probe plasmas. These diagnostic meth-
ods aim at investigating the fundamental processes in (dusty) plasmas formed in
laboratory conditions. Moreover, the knowledge obtained from these enhanced
diagnostic methods can be used to solve problems in commercial plasma appli-
cations.

Upon the emergence of plasmas in laboratory and commercial conditions, in
some cases, some forms of particulates coexist with other plasma components.
These particulates, called dust particles, are relatively large (nanometer to mi-
crometer) compared to ions and electrons and can be positively or negatively
charged depending on their surrounding plasma environment. Dust particles,
however small, are in mutual interaction with the surrounding plasma, of which

1



CHAPTER 1. INTRODUCTION

the dynamics may be affected simultaneously; therefore, their dynamics and ef-
fects are crucial to investigate if one wants to understand such systems.

1.1 Dusty plasmas

When plasma was first recognized and studied in the early 20th century by Irv-
ing Langmuir, the possible presence of micro- to nanometer-sized particles in it
was not characterized. With the advent of the microchip industry and the strive
to increase the number density of transistors, tiny dust particles in microelec-
tronic etching and processing reactors found their way into the spotlight of plasma
physics [1]. Dust particles were found in plasma reactors, and a new plasma type,
a so-called dusty plasma, was then defined as a plasma containing charged partic-
ulates besides electrons, ions, and neutrals. When plasma is formed in inert gases,
where chemistry is suppressed, and dust particles are discovered, the most likely
source of particles is from mechanical movements in the plasma reactor (and fric-
tions between physical components). However, in some cases, the plasma itself
has the propensity to chemically form dust particles once ignited and sustained
long enough in a reactive gas. To study both cases, one has to either inject dust
particles externally into a plasma formed in a noble gas (e.g., argon) or internally
form dust particles inside a plasma ignited in a reactive gas (e.g., acetylene).

In either situation, it is essential to study the dynamics of the dust particles
both when the plasma is operating (i.e. the steady-state phase) or when it is extin-
guishing (i.e. the afterglow phase). Several parameters play roles in determining
particle dynamics, among which the particle charge is the most important. In the
situation where the particle source is internal, one must investigate the chemical
processes leading to the formation and growth of dust particles in the plasma.

Consider a plasma formed in a gas in which dust particles are injected (see
figure 1.1). The constituents of plasma, in this case, are neutrals, positive ions,
electrons, metastables, and dust particles. Any macroscopic object surrounded
by (low-pressure) plasma gains a negative charge. This includes electrodes for
plasma generation, plasma confining reactor walls - and - dust particles embed-
ded in the plasma. As long as the plasma operates, electrostatic sheaths surround
the whole plasma volume. These sheaths are space charge barriers and act as
electrostatic repulsive barriers for the negatively charged particles - under most
conditions - to leave the plasma. Therefore, the dust particles are usually trapped
inside the plasma under normal steady-state plasma operation. However, this sit-
uation seizes to exist as the plasma is switched off (afterglow phase), and the
sheath barriers no longer hold the dust particles in the plasma volume. Another

2
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Figure 1.1: Schematic of a dusty plasma: the (relatively) larger particles (grey
circles) attain a negative charge from the plasma while the smaller particle may
attain a temporary positive charge as well as a negative charge. The negatively
charged particles are trapped inside the plasma, whereas the positively charged
ones are accelerated toward the plasma-confining walls.

peculiar situation is that the particle may become positively charged due to a
significantly smaller size [2]. These small, few nanometer-sized dust particles
acquire a charge that fluctuates between the negative and positive, which is oppo-
site to the situation for larger (>20 nm) particles for which the particle charge is
negative and permanent. Therefore a population of the small particles may even
be accelerated in the sheath region and travel to and land on the surfaces in the
reactor.

To understand the trajectory of particles in steady-state or afterglow plasmas,
numerous forces on particles must be taken into account. The particle charge
is the key parameter for the analysis of the forces on the particles. The parti-
cle charge is often determined by a conventional charging theory developed for
probes, such as the Orbital Motion Limited (OML) theory which equates the con-
tribution of electrons and positive ion fluxes to determine the eventual charge for
a particle immersed in plasma.

3
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However, as the dust particle size becomes smaller the individual contribution
of each electron and ion landing on the surface of a dust particle has to be consid-
ered due to the discrete nature of the charging process. According to the discrete
charge model devised by Cui and Goree [2], the time interval between two sub-
sequent charging events is randomly distributed. This stochastic approach leads
to fluctuations of the particle charge ranging from negative to positive charges.
Other models factor in, for instance, the contribution of thermionic emission and
UV irradiation for small dust particles [3]. Overall, the conventional models for
particle charging no longer apply to smaller dust particle sizes of a few nanome-
ters. Therefore, sophisticated experiments and diagnostics, which are developed
and presented in this thesis, are required to validate the newly developed models
for nanoparticle charging.

1.2 Dust particles: Friend or foe

Dust particles can have an advantageous or a deleterious role based on the ap-
plication and environment. One would heuristically regard dust particles as an
insidious health hazard as we are constantly exposed to them everywhere we wan-
der. Moreover, for instance, in fusion reactors, dust particles in a plasma can also
threaten the process for which the plasma is formed. Sometimes even plasma
is produced as a by-product, charging (neutral) dust particles in certain media,
making it much more difficult to predict their trajectories and end-destination of
particles. However, albeit counterintuitive, dust particles are sometimes valuable
and intentionally generated for various applications. Conductive polymers and
quantum dots are two instances of nanoparticles that are of great value. As a
matter of fact, one can even manufacture these nanoparticles in a plasma. This
expertise requires a fundamental understanding of the chemistry and physics of
particle formation in dusty plasmas.

Nanoparticle contamination poses a perpetual threat to, for instance, the high-
tech industry of photolithography. As the demand for processing units, i.e. mi-
crochips, with more processing speed and higher efficiency has only increased
multifold over the recent years, the length scale of the reactors on these chips has
shrunk from several micrometers in the 1970s to only a few nanometers lately.
The manufacturing process of new processors and memory chips in photolithog-
raphy machines includes using extreme ultraviolet photons with a wavelength of
13.5 nm to enable the printing of the fine structure of the designed processor on
a wafer. This aggressive emission produces a photon-induced plasma interacting

4
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with colloidal contaminants inside the machine, which is extensively studied and
characterized [4, 5]. Moreover, the integrated circuit (IC) pattern on the reticle is
also on the nanometer scale, making it susceptible to nanoparticle contamination.

Nanoparticles are sometimes beneficial and internally formed inside a plasma.
Advantageous nanostructures such as quantum dots nanocrystallites [6, 7], polyani-
line polymers [8], and silicon thin films [9] are synthesized inside reactive plas-
mas. Tailor-made nanostructured materials can, in principle, be synthesized by
controlling plasma parameters (e.g. discharge power or gas composition). This
enables, for instance, the size-controlled synthesis of photoluminescent nanocrys-
tals [6], offering the ability to tune the semiconductor bandgaps for specific ap-
plications. Moreover, the electrostatic trapping effect can also be leveraged to
control the properties of plasma-synthesized particles [10]. A fundamental under-
standing of nanoparticle formation or polymerization is the essential prerequisite
for controlling the generation process. The nanoparticles’ charge also plays a key
role in the formation process, especially in the nucleation phase when the charge
is governed by random processes, is small, and may change sign. As mentioned,
these charging processes are far from understood for nanoparticles immersed in
plasma, and therefore, there is an urgent need for diagnostics and experimental
data to develop and verify theoretical frameworks.

1.3 Particle charge determination

As mentioned, dust particle charge is a key parameter for the applications of either
plasma synthesis of beneficial nanostructures or contamination control of detri-
mental particles in complex ionized media. As for particle formation in a reactive
plasma, a balance of forces (e.g. electrostatic and ion drag) during electrostatic
particle trapping is a determining factor in the particle growth dynamics [11]. To
prevent particle contamination in plasma processing devices, it is often necessary
to steer particles’ trajectories away from substrates and wafers [12] or induce par-
ticle "lofting" effects to remove particles from plasma-exposed surfaces [13]. It
is, therefore, essential to understanding the charging mechanisms of dust particles
upon formation or injection in the plasma.

Simultaneously with more demand for information about the charge of nanopar-
ticles, a series of studies have been conducted recently. Theoretical studies,
as mentioned earlier, focus mainly on predicting the charge of nanoparticles in
plasma. As the theories and models often fall short of predicting the charge
of nanoparticles, experimental research aiming at investigating the fundamental
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Figure 1.2: Dust cloud in a low-pressure laboratory plasma: a collection of parti-
cles (nano- to micrometer range) are formed and electrostatically confined in the
plasma. Many interesting fundamental phenomena are observed in such plasmas,
like dust density waves, crystal formation, and void formation. © Franco Greiner,
Kiel-University.

Figure 1.3: An exemplary setup in which plasma is formed. Nanoparticles can be
synthesized in the plasma if reactive gases are inserted in the plasma. Nanoparti-
cle charge visualization is achieved using the quantum dots shown in the solution
form in the picture.

6
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charging processes of nanoparticles needs to be enhanced. Most well-established
diagnostic methods for particle charge measurement fail when applied to nanopar-
ticles. The main reason for this shortcoming is that these methods, e.g. the
method based on dust density waves [14] or the particle resonance methods [15,
16], are either directly or indirectly based on light scattering techniques, which
faces a substantial loss of resolution because of reduction of signal-to-noise ra-
tio due the sixth-power dependence of the signal intensity I to the particle size
(I ∝ r6

d). So far, only Krüger et al. [17] have measured the charge of 40 nm silica
(SiO2) particles in plasma, using the shift in the absorption line of the transverse
optical phonon in the infrared spectral range.

1.4 Charge visualization

Particle or surface charge visualization is an innovative method that uses the in-
trinsic property of semiconductor quantum dots for diagnostics. Quantum dots
(QDs) are crystalline semiconductor nanomaterials that are sufficiently small to
exhibit quantum confinement. Photoluminescence (PL) is the intrinsic property
of the QDs, which can be potentially used for imaging or visualization of various
processes. In recent years, QDs have been used for imaging of neuronal action
potential for biomedical applications [18] or visualization of chemical and phys-
ical properties such as pH [19] and surface charge [20]. The PL property of the
QDs depends on the size of a specific QD type; therefore, by an intricate control
over size, as well as shape, shell thickness, and band alignment, one can design
QDs as specific diagnostic tools. The interaction of QDs with the immediate local
environment can therefore be sensed by monitoring the photoluminescence emis-
sion of the QDs. Specifically speaking, the QDs are utilized for local electric
field sensing due to their associated quantum-confined Stark effect. It is well-
established that the electric-field-induced (Stark) interaction resulting from an
asymmetric electric field or single-point charge affects the band gaps of the QDs.
The interaction with the external electric field leads to a reduction in recombi-
nation energy that is quadratically proportional to the perturbing field [21]. The
distinct response of QDs to an external electric field, therefore, presents a promis-
ing prospect for nanoparticle charge measurements in dusty plasmas. The idea is
schematically illustrated in figure 1.4: measuring the shift of the peak position in
the photoluminescence spectrum as the QDs become charged.
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Figure 1.4: Charge visualization using CdSe-ZnS core-shell quantum dots: a red-
shift in the photoluminescence spectrum is observed upon charging of the quan-
tum dots. The charge is measured by determining the redshift value (∆λ ).

1.5 Thesis’ focus and outline
This thesis investigates and contributes to the ultimate goal of using QD PL as
a charge probe for plasma-levitated (nano)particles. To pave the way towards
this novel diagnostic, two directions are explored in parallel in this thesis. First, a
proof of principle for using QD PL as a probe to detect charges on a surface on the
nanoscale will be generated by the deposition of QDs on a plasma-exposed sur-
face and recording the QDs’ PL spectra. Second, a combination of laser-induced
photodetachment and microwave cavity resonance spectroscopy (MCRS) will be
further developed in order to carefully control and measure the charge of plasma-
levitated nanoparticles. A model system for this will be the afterglow of either an
electronegative plasma or a nanodusty plasma. As will appear clearly from this
thesis, both directions appear successful. This enables us to join them in near-
future research efforts, i.e. performing PL measurements on plasma-levitated
QDs while their charge is varied in a controlled way by (MCRS) calibrated laser-
induced photodetachment.
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1.5. THESIS’ FOCUS AND OUTLINE

Overall, the experimental research conducted in this thesis focuses on the
following:

developing diagnostic methods for and gaining a fundamental understanding
of the charging and decharging processes of negative ions, nanoparticles, and
surfaces in low-pressure radiofrequency plasmas and the afterglow thereof .

The first diagnostic method developed in this thesis uses photoluminescent
quantum dots to detect and visualize the charging of plasma-exposed surfaces in
plasma. Subsequently, two well-established diagnostic methods are further devel-
oped to study the decharging of negative ions and dust particles in the afterglow
of electronegative and reactive plasmas. The main questions this thesis poses to
answer are:

1. Can photoluminescent quantum dots be used to detect and measure the
electrical charge on surfaces and nanoparticles in plasma?

2. How do electrons and negatively-charged species behave during the after-
glow of electronegative and reactive plasmas?

This thesis draws two research lines to answer these two questions. The first
research line (research line I) follows the specific object of developing a novel
diagnostic method based on quantum sensing. The second research line (re-
search line II) aims at understanding the behaviour of electrons, negative ions,
and negatively-charged nanoparticles in the temporal plasma afterglows.

The structure of the thesis is as follows:

Chapter 2 explains the relevant physics of different plasma types that are ex-
perimentally studied in the following chapters. The basics of quantum mechanics
of quantum dots are also briefly described to provide a context for interpreting
the following experimental results.

Chapter 3 elaborates on the diagnostic methods that are further developed
and used for electron and negatively-charged species detection.

Chapter 4 presents an overview of the general experimental setup employed
in this research. Detailed descriptions of the two setups are provided. It is also
explained how the diagnostic methods are implemented.
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Research line I is comprised of one chapter:

Chapter 5 provides a study on the visualization of the surface charge using
photoluminescent quantum dots. It is first proven that the quantum dots detect
the surface charge when deposited on a substrate surface and exposed to a low-
pressure radiofrequency plasma. Subsequently, it is discussed how quantum dots
photoluminescence is also sensitive to variations in surface charge density as the
plasma conditions are subject to change.

Research line II is comprised of two chapters:

Chapter 6 presents and discusses the experiments in which electrons and
negative ion behaviour are studied in an electronegative plasma ignited in oxygen
gas. The so-called microwave cavity resonance spectroscopy (MCRS) diagnos-
tic technique measures the density of electrons and, combined with laser-induced
photodetachment (LIP), measures oxygen negative ions densities. These densities
are measured temporally resolved during the plasma afterglow to study electron
and negative ions decay as the plasma conditions are subject to change.

Chapter 7 discusses the decay of negatively-charged species formed in the
early stages of particle growth in a reactive plasma ignited in argon-diluted acety-
lene gas. The previously developed diagnostic techniques of MCRS and LIP are
employed to measure electron and negatively-charged species densities tempo-
rally resolved during the plasma afterglow.

Chapter 8 draws the general conclusions from the research presented in this
thesis.

10



Chapter 2

Theories

Abstract

In this chapter, the relevant physics of plasmas and quantum dots is discussed.
The general theory regarding three types of plasmas (i.e. electropositive, elec-
tronegative, and dusty plasmas) is elaborated on. Since quantum dots will be
used as probes for charge visualization later on in this thesis, essential aspects
of quantum dot solid-state physics that are indispensable to discussions of the
results are also included. Since this diagnostic technique is newly designed to
investigate charge-related effects of surfaces in complex ionized media. The rel-
evant theories regarding plasma surface charging are also explained.
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2.1 Introduction

Multitudinous phenomena stem from the added complexity of dusty plasmas
compared to standard dust-free plasmas. The key process of paramount impor-
tance is the charging phenomenon, i.e. how surfaces and particles acquire charge
from plasmas (the mechanisms) and how much charge can be ascribed to ob-
jects immersed in plasma. Therefore, the theoretical framework presented in this
chapter lays the foundation for understanding the dynamics and phenomena in
plasmas, aiming to investigate particle and/or surface charge.

A diagnostic method is designed and developed to study the charging of sur-
faces in a low-pressure capacitively coupled plasma. This novel diagnostic tech-
nique visualizes the charge gathered by an electrically floating surface immersed
in the plasma. Quantum dots and their photoluminescence properties are used
for the visualization of this charge. The theories underlying this technique are
elaborated on in this chapter.

This chapter is organized as follows: first, theoretical concepts regarding the
physics of plasmas are elaborated in section 2.2. Three different plasma types,
electropositive plasmas, electronegative plasmas, and dusty plasmas, are defined
and discussed together with their key features. Furthermore, dust Particle forma-
tion and charging in reactive (argon-acetylene) discharges are discussed in sec-
tion 2.4. Subsequently, the physics of quantum dots and their photoluminescence
property is briefly addressed in section 2.5.

2.2 Plasma

Low-temperature plasma physics is the study of charged particles that are present
in sufficient numbers so that the long-range Coulomb force is a factor in deter-
mining their statistical properties, yet low enough in density so that the force
due to a near-neighbor particle is much less than the long-range Coulomb force
exerted by the many distant particles. It is the study of low-density ionized gases.

Three different plasma types are generated to serve the experimental research
conducted in this thesis: electropositive, electronegative, and reactive dusty plas-
mas. In contrast to electropositive plasmas, electronegative plasmas contain neg-
ative ions besides positive ions, electrons, and neutrals, while plasmas formed
in reactive gases (argon-acetylene, in this case) grow solid nano- to micrometer-
sized particles internally. Before discussing the peculiar characteristics of these
different types of plasma, we start by defining the basic concepts of plasma in
general.
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2.2.1 Debye length
Generally, the electrostatic potential (φ ) around an isolated particle with charge
q from a distance (r) is:

φ =
q
r
. (2.1)

Specifically, in a plasma, electrons are attracted to the vicinity of an ion and
shield its electrostatic field with respect to the rest of the plasma [22]. Similarly,
an electron at rest repels other electrons and attracts ions. This effect alters the
above-mentioned potential in the vicinity of a charged particle, i.e. the so-called
screening effect. The potential of a charge at rest in a plasma is, therefore, given
by:

φ =
q
r

exp(
−r
λD

), (2.2)

where λD is the Debye length originally defined in the Debye-Hückel theory of
electrolytes [22]. For an electropositive plasma:

λD =

(
κBT

8πne2

)1/2

≈ 4.9
(

T
n

)1/2

, (2.3)

where n is the density of electrons (or ions), in m−3, T is the plasma temperature,
and κB is Boltzmann’s constant.

The Debye length is a measure of the sphere of influence of a given test charge
in a plasma. In other words, the Debye length determines the range outside which
the plasma can shield any applied potential.

The distinct contributions of electrons and ions to the general Debye length
(λD) can be conceived as:

1
λ 2

D
=

1
λ 2

De

+
1

λ 2
Di

=
λDeλDi√
λ 2

De
+λ 2

Di

, (2.4)

where λDe and λDi are electron and ion Debye lengths, respectively. These
two Debye lengths are defined as:

λDe =

(
κBTe

8πnee2

)1/2

, (2.5)

and

λDi =

(
κBTi

8πnie2

)1/2

. (2.6)
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Here ne and ni are the density of electrons and ions, and Te and Ti are the
temperature of ions and electrons, respectively.

2.2.2 Plasma sheath
The positively charged transition layers between the quasi-neutral, equal elec-
tron and (positive) ion densities (ne = ni), region of plasmas to walls or floating
surfaces in contact with that plasma are called plasma sheaths. To understand
how the space charge sheath region is formed, it is supposed that an electrically
floating object is inserted in an electropositive plasma. Initially, the object col-
lects electrons and positive ions as these always have thermal volecities [23]. The
electron and positive ion currents to the floating object are expressed as:

Je =−eΓe =−1
4

eneν̄e =−ene

√
κBTe

2πm
, (2.7)

Ji =−eΓi =−1
4

eniν̄i =−eni

√
κBTi

2πM
. (2.8)

Here ν̄e, ν̄i, m, M, Te, and Ti are thermal velocities, masses, and temperatures
of electrons and ions, respectively. Since m ≪ M and Te ≥ Ti, one can conclude
that Je ≫ Ji, meaning that the object would accumulate a negative charge. Dif-
fusion of electrons towards plasma confining walls or floating surfaces leads to
depletion of electrons within regions close to those walls and surfaces, as elec-
trons are more mobile compared to ions. Hence, a positive space charge region is
formed near each wall or floating surface, leading to a potential profile φ(x) (see
figure 2.2) that is positive near the plasma bulk and falls exponentially near the
walls or surfaces. This potential drop causes electrons initially traveling towards
the walls to reflect back towards the plasma while; conversely, the ions are accel-
erated and bombard the walls and surfaces. The concept of the plasma sheath in
a confined plasma is illustrated in Fig 2.1.

2.2.3 Floating potential
When an object is immersed in an electropositive plasma, a positive space charge
sheath forms around this object to compensate for the significant mobility differ-
ence between positive ions and electrons. A potential difference, therefore, exists
between the surface of this object (at the lower potential) and the plasma. If the
object is electrically floating, this potential difference adjusts itself so that the
ion flux (equation 2.7) is equal to the electron flux (equation 2.8) at the surface,
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Figure 2.1: Schematic illustration of a confined plasma between two walls. The
quasi-neutral plasma region meets the walls through a positive space charge layer,
i.e. plasma sheath.
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Figure 2.2: Illustration of the significant potential drop across a plasma sheath
with the thickness (s) from the plasma potential (VP) to the floating potential
(Vf ). The electron density (ne(x)) sharply decays while the positive ion density
(ni(x)) declines partially [23].
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thereby ensuring that no current is drawn from the plasma. Such a potential is
called the DC floating potential, which is necessarily negative with respect to the
plasma’s potential since Te ≥ Ti and m ≪ M.

Assuming the electron flux is retarded by a surface so that only electrons with
more energy than e∆φ in a Maxwellian distribution of electrons with a tempera-
ture of Te could reach it, this electron flux is given by:

Γe =
nsν̄e

4
exp
(
− e∆φ

κBTe

)
. (2.9)

The positive ion flux towards a floating surface is determined by the Bohm
criterion [24] (i.e. necessary initial ion speed for sustaining the plasma sheath.),
and yields:

Γi = nsuB = ns

(
κBTe

M

)1/2

. (2.10)

Satisfying the balance of fluxes at the surface (Γe = Γi), the floating potential
(Vf ) of a surface exposed to a region of DC plasma with cold ions and Maxwellian
electrons is:

Vf =
κBTe

2e
ln
(

2πm
M

)
. (2.11)

Since the plasmas formed for the research in this thesis are radio frequently
driven (RF), it is necessary to briefly discuss the effects of RF excitations (in
the MHz range) on the floating potential. During continuous RF modulation,
the instantaneous electron flux arriving at the floating surface will be modulated
through the dependence of the Boltzmann retardation factor on the instantaneous
potential [23], whereas that of the ions will remain unchanged. The conditions
must be satisfied that the electron flux averaged over the RF cycle equals the
steady ion flux, preventing net currents across the sheath and integrated over one
full RF cycle. The RF floating potential includes an additional RF voltage across
the sheath, known as RF self-bias. Therefore the total floating potential in RF
plasmas is:

VfRF =
κBTe

e

[
1
2

ln
(

2πm
M

)
− ln I0

(
eV1

κBTe

)]
, (2.12)

where V1 is the amplitude of the RF voltage across the sheath. Here, I0 is
the zero-order modified Bessel function. The first term on the right-hand side of
equation 2.12 is the DC floating potential, while the second term represents the
RF self-bias.
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Figure 2.3: Spatial distribution positive ion, negative ion, and electron densities
in an electronegative plasma. Electronegative, electropositive, and sheath regions
are illustrated.

2.2.4 Sheath thickness

The last plasma parameter indispensable for the conducted research is the floating
sheath thickness. It is assumed that the mean free path of the ions in the plasma
is larger than the Debye length (lm f p ≫ λD), i.e. a collisionless sheath, and that
the dimensions of the floating object are larger than the Debye length (λD ≫ r),
i.e. a thick sheath. According to the Child-Langmuir law [23] and based on these
assumptions, the sheath thickness is [25]:

s =
2
3

(
eniuB

ε0

)−1/2(2eV 3

M

)1/4

≈ 0.8λDe

(
eV

κBTe

)3/4

. (2.13)

Here ε0 is the vacuum permittivity, V is the potential drop across the sheath,
and λDe is the electron Debye length. Later in this thesis, in chapter 5, The
sheath thickness is estimated using the Child-Langmuir law and cross-checked
with measurements performed by a CCD camera. The sheath thickness is subse-
quently used for plasma sheath electric field estimations.
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2.3 Electronegative plasma

Electronegative plasmas consist of negative ions as well as electrons, positive
ions, and neutrals. The negative ions are mainly formed through (dissociative)
electron attachment. Adding negative ion species profoundly complicates the
equilibrium plasma structure in a discharge. Stratification of plasma into an elec-
tronegative core and an electropositive edge is a distinct characteristic associ-
ated with electronegative plasmas. The stratification occurs because the ambipo-
lar field required for confining energetic electrons drifts the negative ions into
the central region of the plasma. The ambipolar field, located at sheath edges,
originates from the local maximum of electron density in the electropositive re-
gion of the plasma and the sheath voltage developed between the plasma and
the walls [26]. Since negative ions possess less energy compared to electrons,
a weaker field is required to confine them in the core. The spatial distribution
of species in a stationary plasma between two walls is illustrated in figure 2.3,
where the higher temperature electrons, due to their lower mass, form a nearly
uniform density in the presence of negative ions. An electropositive region is
formed between the electronegative region and the sheath region.

The feedstock gas used for forming the electronegative plasmas in our exper-
iments is oxygen. Oxygen is weakly electronegative with a dissociative attach-
ment rate Katt with a threshold energy of 4.7 eV. Since oxygen plasma is prevalent
in industries, numerous experimental studies have been conducted to determine
the densities of various species. The dominant negative ions are measured to
be O− while the dominant positive ion is O+

2 . From experiments performed by
Stoffels et al. [27], it was found that O− is mainly produced by dissociative at-
tachment of O2 while the positive ion-negative ion recombination is the main
loss channel of O− in low-pressure RF-CCP plasmas. Generally, the reactions
in table 2.1 are proposed [28] to occur in a 13.56 MHz asymmetric capacitive
discharge at a low pressure of 1-100 Pa.

Here O+
2 and electrons are created by electron impact ionization of O2. Due

to the trapping of negative ions within the discharge center, their flux towards the
chamber walls is obstructed; therefore, the principal loss channel for negative ions
is recombination with positive ions in the volume. For sufficiently high pressure,
another negative ion loss channel (i.e. detachment due to collision with atomic
oxygen O or oxygen molecule metastable O2(a1∆g) ) must be included, account-
ing for additional electron release during the afterglow phase (i.e. the decaying
plasma phase after the plasma power is terminated). Positive ions are either lost
to the walls by diffusion or by recombination in the volume with negative ions.
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Table 2.1: A simplified set of volume reactions proposed for simulating elec-
tronegative oxygen plasma [28].

Reaction Process

e + O2 → O+
2 + 2e ionization

e + O2 → O− + O dissociative attachment

O+
2 + O− → O2 + O recombination

O+
2 + O2 → O+

2 + O2 elastic scattering

O+
2 + O2 → O2 + O+

2 charge transfer

O− + O2 → O− + O2 elastic scattering

O− + O → O2 + e detachment

O− + O2(a1∆g) → O3 + e detachment

2.3.1 The afterglow of electronegative plasma

Additional to the steady-state operation of electronegative plasmas (ignited in
oxygen and acetylene gases), the temporal afterglow of the plasma is experi-
mentally investigated in this thesis (in chapter 6 and chapter 7). A Temporal
afterglow plasma is a mixture of ions, electrons, excited species, and neutral gas
that occurs when the plasma is not actively powered anymore and ionization can-
not be sustained. In such an afterglow, the deposited energy in the discharge,
ionizing the gas and exciting metastable species, relaxes. Specifically, the elec-
tron temperature cools from several electron volts to room temperature (0.025
eV) due to collision and diffusion processes [29]. After switching off the plasma,
plasma species are continuously lost by diffusion. While quasi-neutrality holds in
the early stages of the afterglow, and the charged species’ transport is governed
by ambipolar diffusion, in the later stages, quasi-neutrality ceases, and there is
an ambipolar to free diffusion transition. Furthermore, the sheath voltage and
electrostatic ambipolar fields resulting in the stratification of the electronegative
plasma, also collapse.

19



CHAPTER 2. THEORIES

Electron cooling, diffusion of plasma species, and the collapse of ambipolar
fields all lead to a series of interesting phenomena associated only with the tem-
poral afterglow of electronegative plasmas. As the electron temperature relaxes,
no more negative ions are produced via dissociative attachment process. This,
combined with a diffusive loss of negative ions due to the sheath potential col-
lapse, leads to a diffusive loss of the negative ions towards the walls and surfaces.
This diffusion may have consequences for plasma surface processing applications
or can be regarded as a way to extract negative ions. The increased flux of neg-
ative ions towards plasma-containing walls and surfaces occurs in the so-called
recombination-dominated regime, where the negative ions are lost mainly due
to recombination. Moreover, in this case, a transition occurs from an electron-
dominated plasma to a positive-ion-negative-ion plasma due to the rapid diffusion
and subsequent decay of electrons at the early afterglow [30].

In a detachment-dominated electronegative plasma, the pressure is sufficiently
high to allow collisions of negative ions with neutrals and metastables and subse-
quently lead to the loss of negative ions due to autodetachment. For instance, for
an oxygen plasma:

O−+O → O2 + e, (2.14)

O−+O2(a1
∆g)→ O3 + e, (2.15)

the collision of a negative (oxygen) ion with either a ground state or a metastable
atom leads to the neutralization of the negative ions and the release of an electron.
Therefore, an electron release is observed shortly after the termination of plasma
power [28]. The necessary condition for a detachment-dominated electronegative
plasma is defined by Kaganovich et al. [31]. This condition sets a minimum pres-
sure for the electronegative plasma to be regarded as detachment-oriented and to
exhibit electron release in the early afterglow. Furthermore, negative ions can be
trapped long within the afterglow phase due to this electron release [32]. These
phenomena and their underlying consequences will be investigated in chapter 6.

2.4 Dusty plasma
A dusty plasma is referred to as a plasma containing, besides its normal compo-
nents of neutrals, ions, and electrons, nanometer- to micrometer-sized dust par-
ticulates, often called dust particles. Depending on the conditions of the experi-
ments, these particles can attain positive or negative electrical charges. The latter
is generally the case due to the higher mobility of the electrons and negligible
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electron release from dust particles. Generally, dust particles of micrometers in
size charge up to thousands of elementary charges. Depending on the particle’s
radius, rd , the inter-particle distance a, and the Debye length λD two different
cases may occur:

• rd ≪ λD < a, dust in a plasma,

• rd ≪ a < λD, dusty plasma.

In the first case, rd ≪ λD < a, the charged dust particles are considered a
collection of isolated screened grains as a sheath region (similar to the sheaths
around a floating surface as discussed in section 2.2.2) surrounds each particle.
In the second case, rd ≪ a < λD, the charged dust particles participate in the
collective behavior and consequently are treated as massive sets of connected
charged particles. The plasma-particle configuration discussed in chapter 7 falls
under the category of dusty plasma. There are a series of differences between
dusty plasmas and electron-ion plasma, of which the two instances are briefly
discussed here: macroscopic neutrality and Debye shielding. A dusty plasma is
macroscopically neutral, meaning that the net resulting electric charge in a dusty
plasma is zero, with all external forces absent. Hence, the equilibrium charge
neutrality condition stipulates that:

⟨Zi⟩ni = ⟨Zd⟩nd +ne, (2.16)

where ⟨Zi⟩ is the average charge number of the ions, ⟨Zd⟩ the average charge
number of the dust particles, and nd the dust particle number density.

Debye shielding is a fundamental characteristic of plasmas, enabling the shield-
ing of electric fields of individually charged particles or surfaces immersed in it.
The characteristic distance governing this mechanism, i.e. the Debye length, is a
measure of distance outside which the electric potential of an imaginary charged
entity is screened by charge separation responses in the plasma. The Debye length
is explicitly defined for electron-ion plasmas previously in this chapter. However,
with the presence of dust particles, one needs to take into account the contribution
of both electron and ion Debye lengths (see equations 2.4, 2.5, and 2.6).

For a dusty plasma with negatively charged dust particles, as in the case in
chapter 7, the electron density is relatively depleted (ne ≪ ni), and the electron
temperature is elevated (Te ≫ Ti). Therefore λDe ≫ λDi and λD ≃ λDi . This im-
plies that the shielding distance in a dusty plasma is mainly determined by the
temperature and number density of the ions. This is in contrast with the situa-
tion of a low-temperature plasma without dust particles, in which the shielding
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distance or thickness of the sheath is mainly determined by the electron Debye
length (λD ≃ λDe).

2.4.1 Particle formation
Dust particles are either internally formed inside plasma or externally injected
into the discharge. For many applications, e.g. synthesis of polymers [33] and
nanostructures [34], dust particles are internally formed within a plasma ignited
in a reactive gas. The plasma formed in a feedstock monomer gas initiates chem-
ical processes that lead to the formation of negative ions and radicals and, sub-
sequently, via polymerization, nucleation, and coagulation, to micrometer-sized
dust grains. Since in our experiments (see chapter 7) acetylene (C2H2) is used
as a feedstock reactive gas for particle formation, this section is focused on the
reactions and processes occurring in acetylene plasmas.

The basic picture of dust particle formation in low-pressure plasmas at low
powers is drawn by Bouchoule [35] and is illustrated in figure 2.4. This dust
particle formation process is comprised of four stages:

1. Negative ions formation and polymerization: This stage pertains to the
dissociation of precursor molecules into negative ions and radicals, initiat-
ing the polymerization processes. During this stage, negative ions (anions)
are trapped within the plasma where monomers can react to a radical to
form the first polymer in the polymerization chain reaction [36].

First, negative ions are formed via the dissociative electron attachment pro-
cess whereby an electron collides with a monomer molecule to form an
anion and a hydrogen radical:

C2H2 + e →C2H−+H. (2.17)

Primary C2H− anions can subsequently trigger a consecutive chain of poly-
merization reactions that generally evolves as:

C2nH−+C2H2 →C2n+2H−+H2, (2.18)

where the initial polymerization of C2H− corresponds to n = 1. This pro-
cess is commonly referred to as the Winchester mechanism [37]. An al-
ternative initiation reaction scheme was proposed [38] to account for mass
spectroscopy measurements of Deschenaux et al. [39]. The presence of the
vinylidene anion (H2CC−), revealed in mass spectroscopy measurements,
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suggests another pathway for the polymerization reaction chain. In fact,
a majority of the dissociative electron attachment reactions on acetylene
monomer molecules lead to the formation of vinylidene anions:

C2H2 + e → H2CC−, (2.19)

which in turn could participate in the polymerization process:

H2CC−+C2H2 →C2H−
2 +H2, (2.20)

which can resume through the Winchester mechanism (equation 2.18).

2. Nucleation: This stage pertains to a brief period during which the polymers
and primary clusters reach a critical size of (about 5 nm). The charge of
particles in this stage is governed by the random arrival of positive ions and
electrons. Therefore it is subject to time-varying fluctuations.

3. Coagulation: This stage pertains to the fusing of proto-particles together
upon reaching a critical density when insufficient electrostatic repulsion oc-
curs between the particles. This leads to the formation of relatively larger
particles of tens of nanometers. The dust particles in this stage acquire a
permanent negative charge of several thousand electrons due to an initially
higher flux of electrons to the surface of the particles. The initial higher
electron flux continues until reaching a charge equilibrium when the elec-
tron and positive fluxes are equal. Moreover, this stage is characterized by
a sharp decrease in electron density and an abrupt increase in electron tem-
perature since the dust particles act as sinks for electrons and the (constant)
deposited discharge power is shared with fewer electrons.

4. Particle growth: This stage pertains to steady size-growth of the particles
by means of accretion (i.e. surface growth). In this stage, the particles’ radii
increase roughly linearly with time [40], mostly due to impinging radicals
on the surface of the particles. According to Van de Wetering et al. [41],
the surface growth rate is measured to be 1 to 2 nm/s under typical dusty
plasma operation conditions in Ar/C2H2 plasma.
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Figure 2.4: Schematic illustration of the four stages of particle formation, inspired
by figure 2.1 in [35].

2.4.2 Charging mechanisms

As discussed previously, when the floating potential concept was defined, any
macroscopic object acquires a negative charge upon immersion in plasma. The
same charging mechanism also applies to small dust particles formed inside the
plasma. Charging is, therefore, an inherent phenomenon associated with the
plasma environment, which determines the dynamics of dust particles in either
the steady-state situation or in a temporal/spatial afterglow plasma. Dust par-
ticles are often assumed as negatively charged species with several hundred to
thousands of (negative) elementary charges that are confined within the plasma.

Orbital Motion Limited (OML) theory

Orbital motion limited (OML) theory was first developed to describe spherical
probes [42] (e.g. Langmuir probes) and was later applied to plasma-levitated dust
particles. Consider a generic situation of a dust particle regarded as an isolated
probe, the Debye length exceeding the particle’s radius (λD ≫ rd) and a low-
temperature discharge with Te ≥ Ti and λD ≃ λDi . In this case, the presence of
other particles does not affect the motion of electrons and ions in the vicinity of
a single particle. Then, assuming an equilibrium of charge (Qd) resulting from
equal electron and ion currents to a dust particle leads to:
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dQd

dt
= Ii − Ie = 0, (2.21)

where Ii and Ie, are the ion and electron currents which are defined as:

Ii =
√

8πr2
dnieν̄i

(
1− eΦd

κBTi

)
, (2.22)

Ie =
√

8πr2
dneeν̄e exp

(
eΦd

κBTe

)
. (2.23)

Based on these equations, the floating potential of the dust particle (Φd) can
be derived as:

Φd ≈−0.36Te ln
(

mTin2
i

MTen2
e

)
, (2.24)

which depends on the ratio of the electron and ion temperatures, masses, and
densities. Typically, Φd ≈ − few Te in eV. The dust particle charge Qd is then
obtained by assuming the particle is a spherical capacitor with a capacity of Cd:

Qd =CdΦd = 4πε0rdΦd. (2.25)

However, this generic assumption is no longer valid when small, nanometer-
sized particles are considered. Besides the collection of electrons and positive
ions, several other mechanisms, such as electron attachment, ion capture, and
recombination processes at the surface of the particles, have to be taken into
account. Hence, initially, neutral nanoparticles might become positively charged
as well due to secondary electron emission and photoionization.

2.4.3 Forces on particles

The dynamics of charged particles in plasmas are of fundamental interest, and
it is necessary to consider an interplay of various forces on the dust particles to
understand various phenomena occurring in dusty plasmas.

There are various forces that govern the dynamics of dust particles in the
plasma. The forces acting on a charged dust particle of mass md and velocity vd
can be expressed in a basic equation as:

md
dvd

dt
= FE +Fg +Fi +Fn +FT +FP. (2.26)
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Here, FE is the electric force associated with the electric fields interacting
with the particle’s charge, and Fg is the gravitational force. Fi is the ion drag force
associated with the momentum transfer of an ion to a dust particle by direct ion
impact and/or a Coulomb interaction between a charged particle and ion, causing
deflection of the particle’s trajectory. Fn is the neutral drag force pertaining to the
momentum transfer between neutral gas particles and dust particles stemming
from their relative motions. Moreover, FT is the thermophoretic force associated
with momentum transfer due to a temperature gradient in the neutral gas, and FP
is the radiation pressure force.

Consideration of multiple forces and the force balance are crucial in the case
of a dusty plasma with micrometer-sized particles. However, the force balance
is of only marginal importance when nanometer-sized particles in plasma are the
case (as in chapter 7). Therefore, only a brief discussion about forces is included
here.

2.5 Quantum dots

Quantum dots (QDs) are nanometer-sized crystalline semiconductors that are in-
herently characterized as zero-dimensional quantum wells for charge carriers.
Depending on the size of the quantum well, i.e. the diameter of the quantum
dot, the optical properties are subject to change. The most fundamental and in-
teresting property of quantum dots, which is used as a diagnostic technique in
our experiments, is photoluminescence (PL). As a semiconductor comprises a
well-defined energy band gap, a quantum dot can be excited upon illumination
by a photon with an energy more than its band gap energy. This band gap en-
ergy depends on the size of the quantum dots; therefore, the PL emission wave-
length of a collection of QDs depends on their size and size distribution. The PL
process is comprised of three steps: excitation, relaxation, and emission, which
will be discussed later in this section. Semiconductor quantum dots are able to
confine charge carriers, e.g. electrons, in all the spatial dimensions. These zero-
dimensional nanostructures display discrete energy levels analogous to those of
an atom. Therefore, physical phenomena such as perturbation of energy levels in
an electric field can be also associated with QDs energy levels. As QDs can be
synthesized in different sizes and, therefore, their properties can be tuned for spe-
cific purposes and experiments, the term "artificial atoms" is coined to metaphor-
ically describe them. Similar to splitting Rydberg energy levels of argon atoms
in plasma sheath electric fields [43] and the diagnostic based on the Stark shift
of gaseous argon atom’s energy levels in plasma [44], QDs also exhibit similar
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shifts in energy levels in external electric fields.
In this section, two of the most important properties of QDs that are used

for the diagnostic technique in chapter 5, PL and the quantum-confined Stark
effect, are elaborated. Subsequently, the effect of temperature variations on the
relevant properties of QDs is briefly discussed to later address the temperature
issue encountered in chapter 5.

2.5.1 Finite spherical quantum well model
The quantum dots used in the experiments described in this thesis are core-shell
QDs consisting of a CdSe core and a ZnS shell. Essentially, a quantum dot can
be modeled as a spherical, three-dimensional quantum well for charge carriers.
The behavior of charge carriers trapped inside the quantum well is governed by
quantum mechanics for which Schrödigner equation needs to be solved.

The wavefunction (Ψ(x, t)) for a particle with mass m and affected by a po-
tential V (x) is obtained by solving the Schrödigner equation [45]:

− h̄2

2m
∂ 2

∂x2 Ψ(x, t)+V (x)Ψ(x, t) = ih̄
∂

∂ t
Ψ(x, t), (2.27)

where h̄ is the reduced Planck constant and i is the imaginary unit. Assuming
that Ψ is time-independent and with some simplifications, the time-independent
Schrödigner equation is given by:

− h̄2

2m
∂ 2

∂x2 ψ(x)+V (x)ψ(x) = Eψ(x), (2.28)

where E represents the energy of the particle.
The expression of equation 2.28 for a three-dimensional spherical quantum

well in spherical coordinates of r,θ , and φ is:

− h̄2

2m

[
1
r2

∂

∂ r
(r2 ∂ψ

∂ r
+

1
r2 sinθ

∂

∂θ
(sinθ

∂ψ

∂θ
)+

1
r2 sin2

θ
(
∂ 2ψ

∂φ 2 )

]
+V (r,θ ,φ)ψ =Eψ,

(2.29)
where ψ = ψ(r,θ ,φ).

The variables can be separated using ψ(r,θ ,φ) = R(r)Y (θ ,φ). By regarding
only the radial part and assuming that the potential V (x) is constant over θ and
φ , this expression can be further simplified. Rewriting equation 2.29 with the
substitution variable u(r)≡ rR(r) and using l(l +1) as a separation constant, the
radial equation can be derived as:
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− h̄2

2m
d2u(r)

dr2 +

[
V (r)+

h̄2

2m
l(l +1)

r2

]
u(r) = Eu(r). (2.30)

This equation is identical in form to the time-independent Schrödinger equa-
tion (equation 2.28) with an additional term in the expression for the effective
potential:

Ve f f (r) =V (r)+
h̄2

2m
l(l +1)

r2 (2.31)

Subsequently, the potential for confining a particle inside the quantum well
can be defined as a finite barrier of rw for the particle. For convenience, the
potential outside rw is assumed to be equal to zero. The potential difference
relative to the potential outside rw is V0. This results in a potential well with
a depth of −V0 and radius rw. The expression for the potential then reads as
follows:

V (r) =

{
−V0 r ≤ rw

0 r > rw
(2.32)

A schematic depiction of the potential is provided in figure 2.5. Substituting
this potential in the radial equation (equation 2.30), the radial wave equations can
be expressed for both inside and outside the well as:


− h̄2

2m
1
r2

d
dr (r

2 dR(r)
dr )+ [−V0 −E]R(r) =− l(l+1)h̄2

2mr2 R(r) r ≤ rw

− h̄2

2m
1
r2

d
dr (r

2 dR(r)
dr )−ER(r) =− l(l+1)h̄2

2mr2 R(r) r > rW

(2.33)

Since only the bound states inside this spherical well are relevant, the states
where E < 0 are taken into account. Furthermore, the equations and the deriva-
tives thereof should result in equal values for r ≤ rw, r ≥ rw, and r = rw. All states
where l ̸= 0 are discarded. With these conditions, an expression for the discrete
energy levels within this finite spherical quantum well can be obtained.

En =
h̄2

2mr2
w

z2
n −V0. (2.34)

Here zn is the nth solution for z in the transcendental equation −cotz =√
(z0/z)2 −1, where z0 ≡

√
2mV0
h̄ rw. It should also be noted that there are no

solutions if z < z0. This is due to the fact that for bound energies E <V0.
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Figure 2.5: A schematic depiction of a potential well with depth −V0 and radius
rw.

2.5.2 Quantum confinement
The behavior of a particle trapped inside a quantum well is modeled, and an
expression for the bound energy levels inside the well is given in the previous
section. The same model can be used to describe the charge carrier confining
properties of the quantum dots. Prerequisite to this description, one needs to
grasp the concept of the "de Broglie" wavelength, semiconductor bandgaps, and
heterogeneity of the quantum dots first.

As opposed to semiconductor bulk material, small semiconductor crystals
(i.e. QDs) subceed the typical de Broglie wavelength for electrons:

λde Broglie =
h√

2πmκBT
, (2.35)

in size. λde Broglie is 4.3 nm for an electron at T = 300K or 0.025 eV. There-
fore, the QDs are regarded as quantum structures in which charge carriers are
trapped. For these structures, discrete energy levels and wavefunctions must be
concerned.

The core-shell structure QDs used in our experiments consists of two semi-
conductor materials. Semiconductors are defined by having a band gap which,
at room temperature, is small enough for photons from the visible region of the
spectrum (400−700 nm) to overcome and promote an electron into the conduc-
tion band [47]. This condition gives a maximum band gap energy for semicon-
ductors by calculating the energy of a photon with a wavelength of 400 nm using
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Figure 2.6: The energy landscape of CdSe/ZnS core-shell quantum dots. The
illustration is inspired by [46]

E = hc
λ

. From this, it is realized that the band gap of a semiconductor should
be no larger than Emax ≈ 3.2eV. Upon excitation of an electron from the valence
band into the conduction band, a hole is created in the valence band. A hole is de-
fined as a quasi-particle similar to an electron and possessing a slightly different
effective mass and an opposite charge.

Finally, it is informative to explain the heterogeneity of the core-shell quan-
tum dots. The quantum dots used in the experiments described in chapter 5 con-
sist of a CdSe core and a ZnS shell, hence, creating a heterostructure. In het-
erostructure quantum dots, the charge carrier is trapped by the relative potential
landscape of both materials. According to Anderson’s rule [48], i.e. the electron
affinity rule, the vacuum levels of two semiconductors on either side of the het-
erojunction are aligned at the same energy. The heterojunction is formed where
the CdSe core and the ZnS shell in a CdSe/ZnS core-shell structure meet. A
schematic overview of the energy levels of a CdSe/ZnS core-shell quantum dot is
given in figure 2.6.

So far, some basic quantum mechanics has been provided to lay the founda-
tion for understanding the photoluminescence property of the QDs. It is this PL
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property, discussed in the next section, and its perturbations we use as a diagnos-
tic technique for surface charge measurement later (see chapter 5).

2.5.3 Photoluminescence
Photoluminescence (PL) pertains to the spontaneous emission from quantum dots
after the absorption of photons. The absorption of a photon results in the exci-
tation of an electron in the semiconductor quantum dot and, subsequently, the
formation of an electron-hole pair (i.e. charge carriers). After relaxation, i.e.
non-radiative energy loss of charge carriers towards the band-gap minimum, ra-
diative recombination occurs. This recombination is marked by the emission of a
photon with an energy lower than that of an excitation photon, due to the relax-
ation stage. Generally, the PL process undergoes three stages:

1. Excitation: The absorption of a photon with an energy higher than the QD
bandgap energy (Eph > Ebg). In this case, the quantum-well structure is ex-
cited with some excess energy, i.e. non-resonant excitation. This is the typ-
ical situation used in most PL experiments since their excitation photon can
be distinguished from the emission photon using spectrometry. Resulting
from the excitation of an electron from the valence band to the conduction
band is a permanent dipole moment that can interact with external electric
fields.

2. Relaxation: The charge carriers descend to their minimum energy lev-
els within the conduction and valence band of the QD after the excita-
tion stage. Therefore, electron-hole pairs separately undergo energy and
momentum relaxation towards the band-gap minimum. Typical relaxation
mechanisms are Coulomb scattering and interactions with phonons. Char-
acteristic timescales for relaxation are hundreds of picoseconds.

3. Recombination: The recombination of the electron-hole pair and emission
of a photon. Due to charge carrier relaxation, the emitted photon has a
lower energy than that of the excitation photon. Furthermore, the lowest
possible energy levels of the charge carriers in the QD determine the PL
photon energy (and their wavelength) since the relaxation process occurs
before recombination within a much faster timescale.

The PL process with its three stages is schematically presented in figure 2.7.
The energy of the emitted photon is equal to the energy that is released when

the electron falls back from its excited state to the equilibrium state, a process
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Figure 2.7: Photoluminescence process occurring in three stages from left to
right: excitation, relaxation, and emission.

also called radiative recombination. The energy of the emitted photon (Eν ) is
equal to the sum of the band gap energy (Ebg) and the energy levels of the charge
carriers(Eelectron and Ehole):

Eν = Ebg +Eelectron +Ehole. (2.36)

The distribution function of emitted photons by a single QD is often described
by a Lorentzian function. The resulting Lorentzian distribution function is deter-
mined by the distribution of electrons in the Fermi state of the conduction band
before the radiative recombination process. This contributes to the broadening
of the PL peak as observed spectrally resolved by a spectrometer. Another chief
source of PL peak broadening is the temperature effect, which will be discussed
briefly later. As in our experiments (chapter 5), a collection of QDs are deposited
on a substrate and subsequently excited with a laser beam; collective effects such
as size distribution of the QDs need to be into account when considering PL peak
broadening.
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Figure 2.8: Photoluminescence wavelength as a function the QDs’ size. The
smallest QD represented here, 2 nm in diameter, emits light at 500 nm (green)
while a larger, 6 nm in diameter, QD emits light at 630 nm (red). Figure courtesy
of [49].

2.5.4 Quantum-confined Stark effect

As discussed earlier, QDs are capable of confining charge carriers, i.e. electrons
and holes, within their spatial dimensions. This may lead to the observation of
traditional atomic physical phenomena, such as the Stark effect. This Stark ef-
fect is observed for QDs exposed to an external electric field and is called the
quantum-confined Stark effect (QCSE). This effect results from the shift of the
electron and hole wavefunctions within the QD in opposite directions as a result
of applying an electric field [18]. The electric field inside the QD pulls the elec-
tron and hole to opposite sides of the QD, thus leading to a reduction of the band
gap energy and, therefore, to a redshift in the PL wavelength (see figure 2.9). Ini-
tially, the external electric field (F) within the QDs interacts with the permanent
dipole. This permanent dipole is created by electron-hole wavefunction separa-
tion resulting from the excitation of the electrons. This interaction with the QDs’
dipole induces a redshift linear with the electric field (∆Eν ∝ F). Second, the
electric field polarizes the QD, inducing a redshift that is quadratic with the elec-
tric field (∆Eν ∝ F2). For the CdSe QDs, only the quadratic part of the redshift
with the electric field is observed [21, 50], i.e.:
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∆Enu(F) =−µF2, (2.37)

where µ is the component of the polarizability in the direction of the elec-
tric field. In order to determine the relationship between the redshift of the PL
wavelength and the electric field to the QD, one needs to treat the electric field
as a time-independent perturbation of the potential (equation 2.31) and solve the
Schrödigner (equation 2.29). The perturbation potential is an additional term of
VStark(r) =−µF(r)2 when solving the Schrödigner equations for the electron and
the hole and deriving the Eigen states with their perturbation energies. With es-
tablishing the result of the second-order perturbation of the electric field on the
electron and hole as well as the band gap energies, the wavelength shift in the PL
is expressed as [51]:

∆λ = 0.03λ
2(hc)−1 (me

∗+mh
∗)a4

(
2πeE

h

)2

, (2.38)

where e, h, a, me
∗, mh

∗, and c indicate the elementary charge, Planck’s con-
stant, the QD core radius, the electron’s effective mass, the hole’s effective mass,
and the speed of light, respectively.

2.5.5 Temperature effect
The quantum mechanical models explained so far have one common underlying
assumption: the temperature of the QDs is zero Kelvin. In our experiments,
however, the QDs were at room temperature and, possibly due to interactions
with the plasma, even higher while also changing throughout the experiment.
Basically, the temperature has two effects on the QDs that can be subsequently
tracked by analysing their PL emission: a redshift of the PL wavelength and a
reduction in the PL intensity.

The temperature-induced redshift in PL wavelength was already characterized
by Varshni et al.[52]. The temperature dependence of the bandgap energy of a
QD can be expressed as:

Ebg(T ) = Ebg,0 −α
T 2

(T +β )
, (2.39)

where Ebg,0 is the band gap energy at temperature T = 0K, α is the tempera-
ture coefficient, and β is the Debye temperature (θD) of the material. For the case
of CdSe QDs, these two constants are α = 4.1×10−4 eV/K and β = 181K [53].
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Figure 2.9: Schematic representation of the effect of an external electric field
on the electron and hole energy states in the conduction and valence band. On
the right, the electron and hole wavefunctions are pulled towards opposites side,
resulting in a redshift of the photoluminescence and thus: (Eν > E
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The reason for the shrinkage of the band gap energy due to the temperature
increase of The QD is two-fold: Lattice dilation and carrier-phonon interaction.
The former, lattice dilation, pertains to the thermal expansion of the lattice struc-
ture of the QD. An expanded and larger QD leads to lower bound state energy
and, therefore, a redshift in the PL wavelength. The latter contributing factor to
the temperature-induced redshift of the PL wavelength is carrier-phonon interac-
tion. Phonons are quantized units of lattice vibrations, which exist in acoustic
and optical forms. The phonon-induced redshift is caused by the scattering of
electron-hole pairs with the longitudinal optical phonons in the QD lattice struc-
ture [54, 55]. This energy shift scales linearly with the temperature for temper-
atures higher than the Debye temperature of the QD (T ≫ θD). In other words,
Ebg(T ) ∝ T , which is the case for the experiments of chapter 5. Here the debye
temperature (θD) of the QD pertains to the highest temperature of the QD lattice
that can be achieved due to a single normal vibrational (phonon).

Concomitant with a redshift in the PL peak, a reduction in the PL intensity is
induced as the temperature of the QDs is increased. The PL intensity decrease
is mainly due to the activation of non-radiative processes, e.g. the Augur effect
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and non-radiative recombination, in the QD due to phonon interactions with the
electron-hole pair. This intensity reduction, as well as the redshift, are discussed
thoroughly in chapter 5.

2.6 Surface charge

As explained earlier in this chapter, a negative charge is deposited on an electri-
cally floating object upon immersion in a low-pressure plasma. In the specific
case of chapter 5, the surface charge is indirectly detected by the QDs deposited
on the surface of that substrate. Therefore, the plasma surface charging phe-
nomenon is essential to the subject of this chapter. In this phenomenon, the elec-
trons reside on the surface due to their higher mobility and temperature compared
to the situation for ions. Encapsulating the surface is the plasma sheath that must
be characterized for investigating the surface charge. According to Gauss’s law,
the surface charge density (σ ), i.e. the surface density of electrons, in this case,
is expressed as:

σ = Esheathε0. (2.40)

Here Esheath is the average normal component of the sheath electric field at
the surface. The electric field in the sheath will be estimated by measuring the
sheath thickness, and the potential drop across the sheath is determined using
equation 2.12. For this purpose, the necessary plasma parameters, such as the
electron temperature (Te) and the amplitude of RF oscillations (V1), are mea-
sured using a commercial Langmuir probe and an oscilloscope, respectively. The
sheath thickness is estimated using equation 2.13, and the thickness values are
subsequently cross-checked with measurements performed by a CCD camera.
Having estimated the potential drop and the sheath thickness, the electric field
across the sheath (E = dφ/dx) is expressed as [24]:

Esheath =
4
3

Vs

s

(x
s

)1/3
. (2.41)

Here, x is the distance from the boundary between the sheath and the plasma
bulk. Using this equation at the position of the floating surface (x= s), the electric
field yields:

Esheath =
4
3

Vs

s
. (2.42)
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Figure 2.10: Schematic representation of the discrete charge model: here, one
random configuration of electrons (red circles) is shown, and the subsequent elec-
tric field originating from all the electrons near one QD is calculated (Ed).

As concluded in chapter 5, the redshift observed in the spectral PL peak posi-
tions of the surface deposited QDs is associated with the excess electrons resid-
ing on the surface. The effect of the electric fields originating from these surface
electrons on QDs, therefore, must be investigated. The following surface charge
model is devised to investigate the microscopic effect of surface electrons.

2.6.1 Discrete charge model

The electric field-induced redshift in the PL peak position of the surface deposited
QDs can, in principle, result from two electric field components. The plasma
sheath electric field (Esheath) (the macroscopic electric field) and the electric field
originating from the adjacent surface electrons near the QDs (the microscopic
electric field). While the former is the result of the plasma sheath formation
around the plasma-immersed substrate, the latter is due to the electric field fluc-
tuations by the surface electrons. The connected electric field fluctuations are due
to the redistribution of electrons on the surface.

The discrete charge model allows for the calculation of the local electric field
at the position of a QD on the surface for a given surface charge density (σ ). This
surface charge density is calculated by estimating the average normal component
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of the electric field (Esheath) using equation 2.40. Subsequently, the statistics of
the local electric field resulting from the redistributing surface charge are calcu-
lated by taking into account multiple random configurations of electrons on the
surface at constant σ and evaluating the electric field at the position of a single
point-like QD (see figure 2.10). In these calculations, typically, a few million
random electron configurations are evaluated to calculate the statistics of the lo-
cal electric field - with each configuration consisting of thousands of quasi-static
electrons. As the Stark shift scales quadratically with the electric field (equa-
tion 2.38), the root-mean-square of all the electric fields associated with the mul-
tiple configurations needs to be calculated. This electric field is called the mi-
croscopic electric field and is typically one order of magnitude stronger than the
macroscopic (sheath) electric field.
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Chapter 3

Diagnostics

Abstract

Two main diagnostic methods are further developed and applied to gather pre-
cise data on charged particle dynamics in plasma afterglows. The combined
diagnostic techniques of microwave cavity resonance spectroscopy and laser-
induced photodetachment are used to measure electron and negatively charged
species densities. The fundamentals of these two techniques are discussed in
this chapter prior to their application later in this thesis.
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3.1 Introduction

Two pre-existing diagnostic techniques are further developed and used through-
out this thesis for unraveling the dynamics of electrons, anions, and charged dust
particles in plasmas and their afterglows. Primarily, microwave cavity resonance
spectroscopy is used to detect and measure the temporally resolved density of free
electrons in a plasma. In combination with this technique, laser-induced photode-
tachment enables the measurement of negatively charged species densities tem-
porally resolved. These two techniques are specifically applied to investigate the
temporal afterglows of electronegative, reactive, and dusty plasmas in chapter 6
and 7.

This chapter is organized as follows: first, the general theory and formulae
required to understand microwave cavity resonance spectroscopy (MCRS) are
discussed in section 3.2.1. Furthermore, it is explained how to implement this
technique to detect and measure the electron density in plasma in section 3.2.2.
Subsequently, the general idea of laser-induced photodetachment and the require-
ments for its application on electronegative (oxygen) plasmas and reactive (argon-
acetylene) plasmas are elaborated on in section 3.3.

3.2 Microwave Cavity Resonance Spectroscopy

The electron density is one of the key parameters required to characterize and
understand the dynamics of the different types of plasmas formed and investi-
gated in our research. It is, therefore, essential to measure the electron density
during different stages of plasma formation, from initiation to steady-state op-
eration and into the afterglow phase. Time-resolved electron density measure-
ments enable, for instance, the unraveling of dust particle formation dynamics
in a reactive plasma. Specifically, our research focuses on the afterglow phase
and the governing decay of the electron density. Hence, this state-of-the-art, non-
invasive, high-resolution, and fast technique is adopted and used for the detection
and measurement of electrons and their density.

Conventional probe-based techniques for electron density measurements are
invasive to the plasma under investigation and, therefore, not useful for our situ-
ation. Moreover, the contamination associated with dusty plasmas and the inter-
action of negative ions with the probe’s tip creates additional complexity and ob-
stacles in using them. Microwave-based diagnostic methods for electron density
measurements, interferometry, and the cavity resonance technique, are therefore
devised as alternatives. Microwave cavity resonance spectroscopy (MCRS) has
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the advantage of a relatively lower detection limit compared to the interferometry
technique. In the second research line of this thesis, MCRS is used for measur-
ing the electron density in the temporal afterglows of electronegative and reactive
plasmas.

3.2.1 General formulae
Microwave cavity resonance spectroscopy (MCRS) utilizes standing waves - for
this work in the GHz range - that are excited within a metal cavity. Each standing
wave is excited at a specific frequency (i.e. the resonance frequency) determined
by the geometry and the permittivity of the medium inside the cavity. During the
application of MCRS, the resonance frequency of a specific mode is precisely
tracked as electrons are introduced to the cavity as the discharge initiates or their
density changes due to other events. The emergence of free electrons and, there-
fore, the change in permittivity of the medium inside the cavity results in a shift
of the resonance frequency. This shift is then indirectly related to the density of
free electrons.

In a cylindrical cavity, the electric field of a standing mode is expressed
as [56]:

−→
E (−→r , t) =

−→
E0(x,y)exp(±ikz− iΩt), (3.1)

where the spatial configuration of the electric field
−→
E0(x,y) and the wave num-

ber k are determined by the geometry of the cavity. Ω is a complex number con-
sisting of a real part ω , that expresses the oscillations, and an imaginary part γ ,
that expresses the damping of the standing wave. The dispersion relation relates
the wave number k and the frequency Ω as:

Ω
2 = k2 c2

n2 = k2 c2

µrεr
, (3.2)

where n, µr, and εr indicate the refractive index, relative permeability, and
relative permittivity of the medium inside the cavity, while c is the speed of light
in vacuum. The relative permittivity of a cavity containing a plasma depends on
the oscillation frequency ω as:

εr = 1+ i
1

Q0
+ i

ω2
p

ω(ν − iω)
= 1+ i

1
Q0

−
ω2

p

ω2 +ν2 + i
ω2

p

ω2 +ν2
ν

ω
. (3.3)

In this equation, two loss terms are included: Ohmic losses and loss due to
collisions. The former pertains to the non-idealities of the cavity and is included
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as the i 1
Q0

term. The latter pertains to the dissipation in the plasma due to electron
collisions with other particles. The frequency thereof is expressed as ν . The
(electron) plasma frequency, related to the plasma density ne, is given by:

ω
2
p =

nee2

mε0
. (3.4)

Substituting equation 3.3 in the dispersion relation (equation 3.4) and assum-
ing the deviation of εr from the ideal case is small (i.e. Q0 ≫ 1, ωp

(ω2+ν2)1/2 ≪ 1),
the Ω can be linearized as:

Ω = ω0 +
ω0ω2

p

2(ω2 +ν2)︸ ︷︷ ︸
ω

−i
ω0

2

(
1

Q0
+

ω2
pν

ω(ω2 +ν2)

)
︸ ︷︷ ︸

γ

. (3.5)

Here ω0 and ω are the resonance frequencies without and with plasma, re-
spectively, and γ is the attenuation constant. Therefore, the shift of the resonance
frequency ∆ω due to the formation of plasma is:

∆ω = ω −ω0 =
1
2

ω
ω2

p

ω2
p +ν2 . (3.6)

The attenuation constant is written as:

γ =
ω0

2Q
, (3.7)

where Q is called the quality factor and accounts for the average energy dis-
sipation in the cavity:

1
Q

=
1

Q0
+

ω2
p

ω2
p +ν2

ν

ω0
. (3.8)

Assuming a low-pressure plasma, the collision frequency of the dissipation
most often is negligible when compared to the resonance frequency, i.e. ω2 ≫ ν2.
Hence, the term ν2 can be neglected in equations 3.6 and 3.8 [57]. The quality
factor Q is essentially a measure for the response time of the cavity:

τ =
2Q
ω0

. (3.9)

Here, τ is the fundamental time resolution of the measurement. The quality
factor of the cavity can be related to the FWHM of the (measured) resonant peak
Γ as:
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Figure 3.1: Schematic representation of the idea of MCRS: the resonance peak at
frequency ω0 shifts towards ω when plasma is switched on.

Q =
ω

Γ
. (3.10)

A schematic representation of the main idea behind the MCRS technique is
provided in figure 3.1. As illustrated in the figure, upon initiation of the discharge
and introduction of free electrons inside the cavity, the resonance frequency un-
dergoes a shift towards higher frequencies, which can be monitored temporally
resolved. Concomitant with a shift in the resonance frequency of a specific mode
is the broadening of the peak. This broadening is caused by the dissipation of
electromagnetic radiation by free electrons, which leads to a drop in the quality
factor of the cavity. From this broadening, extra information, such as informa-
tion about the electron temperature or the electron collision frequency, can be
obtained.

The temporal evolution of the electron density can be related to the temporal
evolution of the resonance frequency. This relation can be derived from equa-
tions 3.4 and 3.6 and yields:

ne(t) =
8π2meε0 f 2(t)

e2
f (t)− f0

f0
, (3.11)
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noting that ω = 2π f . Here f0 is the initial resonance frequency before any
change of the electron density, and f (t) is the resonance frequency during any
particular incident resulting in a change in free electron density.

The electron density associated with a change in the resonance frequency
of a particular microwave mode (ne) is microwave-electric-field-weighted and
averaged over the cavity volume. Taking into account both the spatial distribu-
tion of the free electrons over the cavity volume ne(⃗x) and the local value of
the electric-field component E (⃗x) of the applied microwave resonant mode, the
cavity-averaged and microwave-electric-field-weighted electron density at a cer-
tain moment in time is then given by:

ne =

∫
cavity ne(⃗x)E2(⃗x)d3⃗x∫

cavity E2(⃗x)d3⃗x
. (3.12)

This also means that electrons at different positions in the cavity are probed to
different extents. In the research performed in chapter 6 and 7, the fundamental
resonant mode, i.e. TM010, of a cylindrical cavity is used. Therefore, the mode
structure and spatial distribution of the microwave electric field of this microwave
mode are necessary to be known.

For this, an ideal cylindrical cavity is considered with radius R and height
h, and with a conductive wall. Furthermore, the cavity is filled with a lossless
dielectric medium with permittivity ε and permeability µ . Depending on the
boundary condition on the walls, two different solutions of the electromagnetic
fields, i.e. two different types of modes, are allowed. The transverse magnetic
(TM) mode is the result of the first set of boundary conditions (Hz = 0 everywhere
and Ez|wall = 0 on the walls). The second set of boundary conditions (Ez = 0 ev-
erywhere and ∂Hz

∂n |wall = 0) results in transverse electric (TE) mode solutions. In
these boundary conditions, Hz and Ez represent the magnetic induction and elec-
tric field in the z direction. At the same time, |wall and n denote the component
parallel to the wall and the unit normal to the wall, respectively. Since in our re-
search only one resonant mode (TM010) is used, only the electric field (

−→
E (r,θ ,z))

for this particular mode is provided:

Ez(r,θ ,z) = E0J0

(
2.405r

R

)
eiwt . (3.13)

Here E0, and J0 are the electric field’s amplitude and the zero-order Bessel
function, respectively. Other components of the electric field, namely Er and Eθ ,
are zero for this TM010 mode.

The COMSOL® platform is used to simulate the mode structure in the mea-
surement cavity. First, the model calculates the excitation frequencies of all the
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Electric field (V/m)

Figure 3.2: Spatial distribution of the resonant microwave field associated with
the TM010 resonant mode in the cavity: electric and magnetic field directions are
represented by red and white arrows, respectively. The simulation is performed
using COMSOL®.

resonant modes that can be excited (within the relevant frequency range) inside
a cylindrical cavity. The frequency of the fundamental resonant mode TM010
is obtained in the experiments and subsequently selected in the model. After-
ward, the model simulates the microwave electric field distribution of the selected
mode. Figure 3.2 shows the simulated electric field distribution E(x,y,z) of the
TM010 mode in the measurement cavity. This microwave electric field distribu-
tion, which only has an axial component that has a radial dependence, has been
used to obtain the electron density for each subsequent experiment. As seen in
Figure 3.2, this mode is most sensitive on the axis of the cavity. A detailed de-
scription of the measurement cavity and the dimensions thereof is provided in
chapter 4.

3.2.2 Implementation

In order to obtain a resonant peak in practice, the microwave signal is applied
to one antenna that simultaneously transmits the microwaves into the cavity and
scans the reflected response of the cavity over a subsequent series of frequen-
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Figure 3.3: Cavity response around TM010 resonance (red dots) and the Fourier
fit (blue curve) at an arbitrary time. The frequency at which the reflection is
minimum indicates the resonance frequency.

cies. The response of the cavity is converted to a proportional DC voltage and
collected by software developed in-house. To construct the spectral response of
the TM010 mode, a series of frequencies around the resonance frequency of this
mode is transmitted to the cavity, and the cavity response to each frequency is
subsequently recorded. Figure 3.3 shows the constructed TM010 peak for the
used measurement cavity. The cavity’s response (in mW) is stored as a function
of microwave frequency, and the exact resonance frequency is obtained by fitting
a Fourier function to the peak in the frequency domain. The used Fourier fitting
function is formulated as follows:

Vf it( f ) = a0 +
4

∑
n=1

[an cos(nw f )+bn sin(nw f )], (3.14)

where a0, an, bn, and w were fitting parameters. For improving the accuracy
of the determination of the resonance frequency as well as for accounting for
possible peak asymmetries, four harmonics of the Fourier series are used. As
illustrated in Figure 3.3, the frequency at which the fit was minimum indicated
the resonance frequency ( f = 1.3733 GHz). Since electron density measurements
require only the resonance frequency from raw data, a Fourier fit function was
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deemed suitable for the measurements presented in this contribution. However, a
more sophisticated Lorentzian fit capable of delivering temporally resolved val-
ues for the quality factor Q (as well as for the resonance frequency) could have
been used [57], had the measurements been performed in a collisional plasma
regime.

The final step in MCRS measurement is obtaining the electron density tem-
porally resolved. Multiple MCRS measurements have to be performed consecu-
tively in a cycle and in a highly reproducible fashion for experiments requiring
a high temporal resolution for electron density determination. Therefore, plasma
formation, or any event that causes the change in the electron density (e.g. pho-
todetachment), needs to be performed in a pulsed fashion. To perform a tempo-
rally resolved electron density measurement, the microwave source needs to be at
a specific frequency and kept at this frequency for the entire duration of a given
set of plasma pulses. At the same time, the cavity’s response is recorded tempo-
rally resolved before and after the plasma ignition or photodetachment event. For
each set value of the microwave frequency, the delay pattern is repeated (typi-
cally 30 times in this work) for averaging purposes to enhance the signal-to-noise
ratio. The microwave source is then set to the next frequency value just before
the next series of plasma pulses. These measurements probe a resonant peak at
65 steps of 100 kHz located in the frequency domain closely around the resonant
frequency to obtain sufficient accuracy. Figure 3.4 exemplarily shows an MCRS
measurement of a pulsed plasma that operates for 11 ms. Before the plasma was
switched on, the resonance frequency was f0 = 1.3678GHz. Upon ignition of
the plasma at t = 0, the resonance frequency increases, which is translated to the
displayed electron density via equation 3.11.

The MCRS technique detects and measures any changes in electron density
that occurs inside the cavity and within the sensitive region of the excited mode.
Therefore, any phenomenon that involves a change in electron density, e.g. laser-
induced photodetachment or particle growth, can be investigated by the MCRS
technique as well. The detection limit for determination of the electron density
in our MCRS measurements, in chapter 6 and 7, was 1012 (m−3). The ultimate
time resolution of the MCRS measurements strictly depends on the quality factor
of the cavity (see equation 3.9 and 3.10), which in turn depends on the physical
conditions of the specific cavity used in the experiments. The time resolution was
τ ≈ 50 ns and ≈ 92 ns for experiments in chapter 6 and 7, respectively.
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Figure 3.4: Example of a temporally resolved MCRS measurement for a pulsed
plasma: at t = 0 the plasma is ignited, and at t = 11ms, it is switched off. The
resonance frequency (left axis, blue curve) and electron density (right axis, red
dashed line) are plotted as a function of time.

3.3 Laser-induced photodetachment

Laser-induced Photodetachment (LIP) is an indirect approach to detect negatively
charged species. Focusing for now on negative ions (the situation for negatively
charged dust particles is similar), in this technique, the negative ions are converted
into electron-neutral pairs upon the absorption of laser photons with sufficient
energy:

X−+hν → X + e−. (3.15)

Here X−, hν , and X +e− signify a negative species, a laser beam photon, and
a photodetached neutral-electron pair, respectively. This process occurs provided
that the photon energy hν exceeds the electron’s binding energy, i.e. the electron
affinity of X . MCRS can subsequently detect the overall impact of the photode-
tachment event, i.e. the electron release upon photodetachment of negative ions
leads to a sudden local surge of the electron density in the plasma, which in turn
is observed directly as a change in resonance frequency. Figure 3.5 represents the
exemplary incident of photodetachment upon radial laser irradiation of an (elec-
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𝑓𝑓′

𝑓𝑓0′

Δ𝑓𝑓′

Figure 3.5: Exemplary measurement of photodetachment incident as observed
with MCRS: a change in resonance frequency (∆ f

′
) due to an electron density

surge caused by the release of photodetached electrons.

tronegative oxygen) plasma and the resulting shift in resonance frequency during
and after this event.

As discussed, equation 3.11 can relate the additional resonance frequency
shift due to the sudden appearance of photodetached electrons to a change in
electron density (∆nsat

e ). Assuming that the laser pulse energy is sufficient to con-
vert all the negative ions in the laser beam path, i.e. operation in the saturation
regime, a radially line-averaged negative ion density n− is obtained by multiply-
ing ∆nsat

e with the ratio of the cavity to the laser beam volume, weighted with
E2(⃗x) of the used microwave mode:

n− = ∆nsat
e

∫
cavity E2(⃗x)d3⃗x

S
∫ R
−R E2(r)dr

. (3.16)

Here R is the radius of the cavity (2R is the path taken by the laser beam
through the cavity), and S is the geometric cross-section of the laser beam. Since
the cavity is cylindrical, the electric field of the TM010 has an axial field compo-
nent given by the Bessel function J0(r) with only a radial dependence. Further-
more, the integrals in equation 3.12 have been calculated using the electric fields
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(see Figure 3.2) associated with the geometrical configuration of the cavity used
in the experiments.

Suppose the saturation regime is not achieved, meaning that the laser beam
can only partially convert the negative ions into neutral-electron pairs along its
path, the photodetached electron density scales exponentially with the laser pulse
energy. In this case, the fraction between the photodetached electron density
using a specific laser pulse energy (∆ne) and the photodetached electron density
in the saturation regime (∆nsat

e ) is then given by:

α =
∆ne

∆nsat
e

= 1− exp
(
−σdet

hν

Elaser

S

)
. (3.17)

Here, σdet and Elaser indicate the photodetachment cross section of a specific
anion and the laser pulse energy, respectively.

In principle, it is possible to distinguish the contribution of each negative ion
species to the total negative ion density by carefully choosing the laser wave-
length. In the experiments presented in chapter 6, for instance, we used the fun-
damental and second harmonic mode of an Nd:YAG laser to probe the densities
of O−, O−

2 and O−
3 anions and that of O−

2 alone. In the experiments presented in
chapter 7, the total negative species density (consisting of anions and nanoparti-
cles) was measured using the fourth-harmonic ultraviolet mode at 266 nm.
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Chapter 4

Experimental setups

Abstract

This chapter provides a detailed description of the experimental setups and
methodology used throughout this thesis. A basic vacuum vessel is used to
ignite and form radio-frequency capacitively coupled low-pressure (RF-CCP)
plasmas for conducting the two research lines. In the first research line, quan-
tum dots are exposed to the plasma formed in argon gas at a fixed pressure.
Then, a laser is directed to excite the quantum dots locally, and their photolu-
minescence spectrum is subsequently observed and analyzed. In the second re-
search line, plasmas are formed in oxygen and argon-acetylene feedstock gases
at various pressures. In order to study the afterglow phase of these electroneg-
ative, reactive, and dusty plasmas, a plasma on-off scheme is deployed. For the
characterization of these plasmas, microwave cavity resonance spectroscopy
(MCRS) is performed using a set of equipment, including a microwave genera-
tor and a transient recorder. Laser-induced photodetachment (LIP) is performed
using a high-power Nd:YAG pulsed laser operating in its fundamental mode and
in its second, and fourth harmonics.
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4.1 Introduction
Two different setups have been designed and used for the experiments for the two
research lines conducted in this thesis:

• Setup I was deployed to expose quantum dots to plasma and to investigate
the effect of surface charging on their photoluminescence (PL) spectrum
(chapter 5).

• Setup II was deployed to investigate the afterglow phase of pulsed elec-
tronegative (oxygen) and reactive (argon-acetylene) plasmas ( chapter 6
and chapter 7, respectively).

Both setups are very similar in terms of using the same vacuum chamber,
pumping system, radiofrequency (RF) voltage generator, mass flow controllers
for feeding different gases, and pressure control valves. The discharge in both
setups is asymmetric, pulsed, and capacitively coupled to the power source with
an automatic matchbox. Since all the used plasmas are capacitive discharges in
low pressure, the basic principle of capacitively coupled plasma generation is
briefly discussed in section 4.2 prior to the description of the setups. As both
setups are similar to each other in many terms, we first provide a general de-
scription, including the specification of the equipment and devices used in both
setups (section 4.3). Next, we elaborate on the optical setup (used in the setup I)
that is designed for the excitation of the quantum dots with a laser and collection
of the photoluminescence thereof (section 4.4). Finally, we explain the techni-
cal aspects of the microwave cavity resonance spectroscopy and laser-induced
photodetachment systems used in setup II (section 4.5).

4.2 Capacitively coupled plasma
In the setups used for both research lines in this thesis, the discharge was driven
capacitively by a radio-frequency (RF) voltage. Therefore, a brief description of
this discharge type and its generation is provided here. The conditions discussed
in the previous chapter for electropositive (section 2.2) and electronegative (sec-
tion 2.3) plasmas also apply to capacitive discharges. In general, a plasma dis-
charge is generated and sustained by electron-impact ionization reactions.

The adverb "capacitively" pertains to the way in which this plasma config-
uration is similar to a capacitor. A low-pressure capacitively coupled plasma
(CCP) typically consists of two parallel electrodes, usually of several tens of cen-
timeters, separated by a distance of a few centimeters, and one of them being
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biased by an RF power supply, typically operating at 13.56 MHz. In this case,
the plasma is usually formed between the two plates. The RF power is mostly
deposited into the kinetic energy of mobile electrons, which respond to the RF
electric field oscillations. The power absorbed by the electrons leads to the heat-
ing of the electron population. The much heavier ions, however, respond only to
time-averaged fields and do not directly gain energy from the RF field; therefore,
ion heating by the RF field is negligible (since ωpi ≪ ωRF ). As a result, the elec-
tron cloud oscillates with the electric field through a background of positive ions.
The positive space charge around the electrodes defines the sheath across which
the positive ions are accelerated toward the electrodes. During each RF cycle, the
sheath appears and collapses at each electrode so that quasi-neutrality within the
plasma can be maintained.

From the outside, a symmetrical CCP can be seen to have a specific rela-
tionship between the current that flows and the voltage that appears across the
plates by means of which it absorbs a measurable quantity of power. Therefore,
an electrical circuit model, having equivalent current-voltage characteristics and
dissipating the same power, can be devised. As can be seen in figure 4.1, a typical
CCP RF discharge can be modeled as a load, with resistance RD and reactance
XD, equivalent to the impedance of ZD = RD + iXD. Here XD < 0, since XD =
−(ωC)−1 in which C > 0 is the discharge capacitance and ω is the angular driv-
ing frequency. The power source supplies a complex voltage ṼT that is dissipated
by a load of (usually) RT = 50 Ω. A voltage drop Ṽr f is produced across the
discharge as a current Ĩr f is driven through the plasma. This voltage drop occurs
in different components of the discharge, including the sheaths and the plasma
bulk itself. Each component is modeled as a capacitor and must be included in
the detailed model of the CCP plasma [23].

For optimal power coupling, the resistance of the source should be equal to
the load resistance, and the reactance of the source and the load should be equal
and opposite in sign [58], in other words, ZT = Z∗

L in which Z∗
L is the complex con-

jugate of the load impedance. Excluding the matching network in figure 4.1, the
power source would be purely resistive, and hence, the power coupling would be
far from optimal. A matching network is therefore installed between the source
and the plasma. Generally, an L-type matching network consisting of a fixed in-
ductance and a series of variable capacitors is suitable for CCPs. The parallel
capacitor (with respect to the transmission line) and the tuning capacitor are vari-
able and are shown as X1 and X3 in figure 4.1. The parallel capacitor (referred
to as the load capacitor) is supposed to match the plasma resistance to the source
resistance, and the tune capacitor tunes out the plasma reactance. For maximum
power coupling, it can be shown [59]:
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Figure 4.1: Electric circuit model for a capacitively coupled plasma reactor in-
cluding the discharge (right) and the matching network (left). The discharge is
matched to an AC source with resistance RT by tuning the two capacitors (iX1
and iX3) in the matchbox.

X1 =±RT

√
RD

RT −RD
, (4.1a)

X3 =±
√

RD(RT −RD)− (XD +X2). (4.1b)

Here X1, X3, XD < 0 since they represent capacitors whereas X2 > 0 is an
inductor. Perfect matching can be achieved by tuning X1 and X3 over a range of
RD and XD. The matching network used in our experiments is an automatic L-
type matchbox containing two air rotary condensers whose capacities are adjusted
by means of motors. The matchbox provides the perfect matching by forwarding
the total power to the discharge and ensuring that virtually no power is reflected
in the power supply.

4.3 General setup
Figure 4.2 shows a top-view and a side-view schematic representation of the gen-
eral experimental setup used for the conducted research. The experiments were
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Figure 4.2: Top-view (left) and side-view (right) schematic representations of the
general setup, including a vacuum setup inside which the plasma is ignited.

conducted in a cylindrical vacuum vessel that was 30 cm in diameter and 45 cm
in height. It contained two pairs of concentric quartz windows, of which one pair
allowed illumination with laser light while the other pair enabled the acquisition
of photoluminescence emission from quantum dots (setup I) or plasma radiation
(Setup II). The vessel lid contained a gas inlet connected to a showerhead-shaped
electrode which was 138 mm in diameter. To ensure a homogeneous gas flow into
the experiment volume, the electrode contained 331 homogeneously distributed
holes (0.5 mm in diameter) through which the gas was injected. This showerhead
electrode was insulated electrically with a Teflon ring from the rest of the vessel
lid and was powered with an RF voltage signal to enable plasma operation un-
derneath it. The rest of the vessel was electrically grounded, therefore, the CCP
plasma operated as asymmetric.

The injected gas left the vacuum vessel at the bottom and was then pumped
out by, respectively, a turbo-molecular pump and a rotary roughing pump. The
base pressure inside the vessel was 3×10−4 Pa. During the experiments, the
pressure inside the vacuum vessel and thus inside the measurement volume was
controlled within the pressure range of 2-30 Pa by a butterfly valve (VAT 61332-
KAAH) operated in a vacuum line - bypassing the turbo-molecular pump - be-
tween the vacuum vessel and the rotary roughing pump. The input gas (argon,
oxygen, and/or acetylene) flows were kept constant by BROOKS mass flow con-
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trollers.
An RF generator (Barthel RFG-13-100-L) synchronized with an automatic

matchbox (Barthel MCi-300) delivered a pulsed 13.56 MHz RF signal with a
power ranging from 10 to 50 W during plasma-on phases. A digital delay gen-
erator (Stanford Research Systems DG645) was used for temporal modulation of
the input RF signals as well as for synchronization and triggering of the data-
acquisition hardware, lasers, and ICCD camera. All the data were stored on a PC
in which in-house developed software analyzed it.

4.4 Setup I: Plasma exposure of quantum dots

A top-view schematic representation of setup I is depicted in figure 4.3. This
setup is designed to expose quantum dots (QDs) to the plasma and to investigate
the influence of surface charging on the photoluminescence (PL) emission. The
experiments were conducted in the general setup described in section 4.3. The
plasma, to which the QDs were exposed, was formed in an argon background gas
which was kept at a constant pressure of 4 Pa for all the experiments.

The QDs used in the experiments of chapter 5 were CdSe-ZnS core-shell
QDs. The CdSe core had conduction and valence band levels of −4.9 eV and
−6.7 eV, respectively, with respect to the vacuum level. The resulting band gap
for the core was Ebg, CdSe = 1.8eV. The ZnS shell had the energy levels of the
conduction and valence band at −3.4 eV and −7.4 eV, respectively [53]. As a
result, the electrons (confined in the conduction band) are trapped in a well with
a depth of V0, electrons = 1.4eV, while the depth of holes (confined in the valence
band) is V0, holes = 0.6eV. Table 4.1 provides the specification of the QDs used
in the experiments of chapter 5.

First, the QDs were drop-cast and deposited on a silicon substrate. This
QD-deposited silicon substrate was clamped to a stainless-steel substrate holder,
which was electrically insulated from the grounded walls of the vacuum vessel.
Illumination laser light was introduced into the chamber through a quartz window.
PL emission from the QDs was observed at 90° with respect to the illumination
direction through another quartz window. Hence it was technically floating. The
plasma-exposed QDs on the sample were excited using a temperature-controlled
pulsed laser system consisting of a laser diode (Thorlabs L405G1) with a wave-
length of 405 nm, together with a laser diode driver (Thorlabs ITC4005) enabling
pulse-width modulation and pulsing of the laser diode corresponding to square
pulses delivered by the signal generator (Keysight 33509B). The laser beam was
collimated and directed to the spot on which the QDs were deposited on the sili-
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con substrate using a mirror and a collimator lens.
PL emission from the QDs was collected using a pair of confocal lenses (with

identical focal lengths of f1 = f2 = 200 mm (see figure 4.3) and focused onto
the 250 µm wide entrance slit of the monochromator (Acton Research Spec-
traPro275), where it was spectrally resolved. Afterward, the spectrum was recorded
by an ICCD camera (Andor iStar 334T) mounted directly behind the monochro-
mator. The camera recorded a time series of spectra synchronized with the laser
pulses. The laser was pulsed in order to allow the recording of both the back-
ground emission and the PL signals from the excited QDs for consecutive pulses.
A band pass filter (central wavelength = 540 nm, FWHM = 50 nm) ensured the
collection of mostly PL emission light measurement by attenuating most of the
plasma emission, which could otherwise induce additional noise.

As the photoluminescence spectra of the QDs are sensitive to temperature-
induced effects (elaborated on in previous section 2.5.5) resulting from, in our
case, heat fluxes from the plasma, the measurement and recording of the temper-
ature of the QD sample is essential. Therefore, a temperature sensor (PT-1000)
was installed in the substrate holder to record temperature trends during the mea-
surements. The data were stored in a PC and analyzed with in-house developed
scripts.

Plasma parameters such as the electron temperature (Te), the floating poten-
tial (V f ), and the plasma potential (Vp) were measured using a Langmuir probe
(Impedance P2516i). The software delivered by the supplier interpreted the I-
V characteristic curves of the probe and calculated the above-mentioned plasma
parameters. The Langmuir probe and the floating substrate were simultaneously
inside the chamber, where the probe was positioned a few centimeters apart from
the sample with the QDs. This configuration enabled the measurement of the lo-
cal values of the bulk plasma parameters in the vicinity of the floating substrate.
The aforementioned plasma parameters were used to approximate the electric
fields in the plasma sheath formed around the floating substrate (discussed in
chapter 5).
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Figure 4.3: Schematic representation of setup I: The electrically floating substrate
on which the QDs are deposited and optically excited by a laser and exposed
to a low-pressure argon plasma. The PL emission is collected, directed into a
monochromator, and detected using an ICCD camera.
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Table 4.1: Specifications of the CdSe/ZnS core-shell quantum dots used in the
experiments of chapter 5

Parameter Value

Quantum dot core material CdSe

Quantum dot shell material ZnS

Core radius acore 2.2 nm

Shell thickness 0.9 nm

Total (core + shell) radius atotal 3.1 nm

Electron rest mass me 9.1×10−31 kg

Effective electron mass in core m∗
e,core 0.13 m0

Effective electron mass in shell m∗
e,shell 0.42 m0

Effective hole mass in core m∗
h,core 0.30 m0

Effective hole mass in shell m∗
h,shell 0.61 m0

Conduction band well depth V0,e 1.4 eV

Valence band well depth V0,h 0.6 eV

Band gap energy Ebg 1.8 eV
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4.5 Setup II: MCRS and LIP

Setup II is designed to measure the density of electrons, anions, and small clus-
ters of dust particles in electronegative and reactive plasmas. To this end, the
microwave cavity resonance spectroscopy (MCRS) technique explained in chap-
ter 3 is implemented, enabling the measurement of the electron density tempo-
rally resolved. Subsequently, the laser-induced photodetachment (LIP) technique
is implemented by applying pulses of laser light at different wavelengths to dis-
tinguishably measure the density of negative species.

4.5.1 Microwave cavity resonance spectroscopy setup

The top image in figure 4.4 shows a schematic representation of the experimen-
tal setup for MCRS measurements. The vacuum vessel contained instruments
for the ignition of the plasma in pure oxygen (in chapter 6) or argon-acetylene
mixture (in chapter 7) gases. The cavity inside which the discharge was operated
consisted of the showerhead used as the driving electrode while the rest of the
cavity electrically served as ground. Therefore, the plasma was operated in an
asymmetric fashion.

The designed cavity, illustrated in figure 4.4 (bottom), is a grounded alu-
minum hollow cylindrical resonant pill-box cavity with an internal diameter of
170 mm and an internal height of 67 mm and was mounted below the showerhead
electrode in an electrically insulated manner. The bottom of this cavity contained
105 holes (0.5 millimeters in diameter) evenly distributed over the full surface
to allow the injected gas to leave the cavity without friction and hence to ensure
a stable gas pressure inside the measurement volume. The reason for the usage
of the cavity was twofold. First, it served to confine the generated plasma inside
a well-defined volume below the RF-powered showerhead top electrode (cavity
and confined plasma are illustrated in figure 4.4). This well-defined volume is
important for the calculation of the absolute negatively charged species density
values from the experimental data. Second, this cavity was used as a microwave
resonant cavity to temporally resolve the plasma electron density and negatively
charged species densities. The plasma had a typical Debye length of λD ≈ 1 mm
(assuming Te = 2.5 eV and an electron density of a few times 1014 m−3) while
the typical sheath thickness is known to be s ≈ 5−10λD. Therefore, the holes in
the showerhead and bottom plate, which were designed as small as possible, did
not have any major effect on plasma properties.

A single metal antenna, that simultaneously served as both transmitter and
receiver for low-power microwave (0.3-8 GHz) signals, was a straight fixed piece
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of copper wire. This transmitter-receiver antenna was connected to the data-
acquisition system, as will be discussed in the next section. Two 12-mm-diameter
circular holes, aligned opposite to each other in the cavity’s circumferential wall
and perpendicular to the antenna’s plane, enabled the laser beam to pass through
the cavity without hitting the wall and generating secondary electrons (see fig-
ure 4.4 (bottom)). The diameter of these holes was smaller than the wavelength
of the exciting microwaves, preventing significant leakage of microwaves from
the cavity volume.

Data-acquition hardware

The used data-acquisition hardware has been already extensively elaborated in
the previous articles published by the CIMlabs group [5, 60]. However, a brief
description, including recent upgrades, will be provided below. As can be seen
in figure 4.4 (top), a microwave generator (Stanford Research Systems SG386)
produced a sinusoidal microwave signal at 16 dBm power at a frequency exter-
nally set. This output was connected to the input port of a directional coupler
(Mini-Circuits ZHDC-10-63-S+) and passed unhindered to its output port, which
was connected to the antenna inside the cavity. Henceforth, by applying the cor-
rect frequency from the microwave generator, resonant modes could be excited in
the cavity. If the cavity is off-resonance, power coupling to it is very inefficient
and most of the power reaching the antenna reflects back to the microwave gen-
erator, where it is dissipated. If the cavity is at its resonance, hardly any signal
reflects back since most of the energy is dissipated by building up the resonant
electromagnetic field inside the cavity. This translates into a sharp minimum in
the reflected power spectrum at - and closely around - the resonance frequency
of the excited mode. Note that the total microwave power used (several mW) is
negligible with respect to the RF power (∼10 -15 W) used to drive the plasma.

In our setup, however, part of the reflected signal (∼10 %), was rerouted by
the directional coupler to the measurement leg of the detection system, where
it was first converted to a DC signal by a logarithmic power detector (Hittite
602LP4E with 10 ns rise and fall times) and subsequently fed to a high-frequency
(up to 250 MHz) transient recorder (Spectrum M4i.4420-x8) inside the measure-
ment PC. The transient recorder continuously sampled its input port and stored
the data in its internal memory. Only upon an external trigger, for which the
trigger signal was provided by the used delay generator, data was made available
to the user for subsequent analysis. This arrangement offered the possibility of
obtaining the MCRS response even before the actual trigger had occurred.
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Figure 4.4: Schematic representation of setup II (top) and a 3-D model of the
cavity designed for the MCRS measurements (bottom). The plasma is confined
inside the cavity to which the microwave radiation to conduct MCRS is trans-
mitted and received by an antenna. The cavity has holes that accommodate the
passage of the laser beam.
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4.5.2 Laser-induced photodetachment setup

The laser-induced photodetachment (LIP) experiments (in chapter 6 and 7) were
performed using a pulsed Nd:YAG laser (Ekspla SL235) operated at its funda-
mental mode in 1064 nm, second harmonic at 532 nm, and fourth harmonic at
266 nm. The laser generated short (150 ps) pulses with an energy of 490 mJ at
1064 nm, 291 mJ at 532 nm, and 90 mJ at 266 nm at a 5 Hz repetition rate. The
laser beam profile was top-hat with a diameter of 11.5 mm. In order to trigger
the laser, two trigger signals were fed to the laser. One signal marks the pump-
ing and Q-switch, and the other marks the onset of the laser beam, which was
used as a reference signal for the synchronization of the other equipment. The
laser, transient recorder, and RF generation were accurately synchronized by a
delay generator. Three pulses with an adjustable delay were fed to the instru-
ments. For instance, for measurements in the plasma afterglow phase (i.e. after
the plasma power was terminated) at the time tA, the RF generator was triggered
for the plasma to be switched off. The transient recorder was triggered at tB to
record the cavity’s response during the afterglow and temporally around the pho-
todetachment incident. tR indicates the total amount of time the MRCS signal
was recorded. The laser was set to illuminate the plasma at tC with a delay of
∆t compared to the beginning of the afterglow phase (i.e. compared to the mo-
ment at which the plasma was switched off). With this delay pattern, illustrated
in Figure 4.5, an arbitrary time interval during the afterglow of the plasma could
be investigated.

The LIP technique was used to detect and measure the density of negatively
charged species (i.e. anions and dust particles) in the plasma. As explained ear-
lier in section 3.3, the photodetachment incidents result in the release of (pho-
todetached) electrons that can be subsequently detected by the MCRS technique.
The necessary condition for a photodetachment incident is that the photon energy
of the laser beam exceeds the electron affinity of the negative ion(s) that are to be
detected. Therefore, one can differentiate between the contributions of different
species of anions by adjusting the photon energy. For instance, in the experiments
of chapter 6, the fundamental mode of the Nd:YAG laser was used to probe the
density of O−

2 anions. Using the second harmonic of the same laser system en-
ables the detection of all anions O−, O−

2 , and O−
3 . Table 4.2 provides information

about the electron affinities of O−, O−
2 and O−

3 , the photon energies of the dif-
ferent laser modes, and the photodetachment cross section for each species at the
respective laser wavelengths. By cleverly taking the difference between the pho-
todetachment signals at 532 nm and at 1064 nm - including the scaling of the laser
pulse power, photodetachment cross sections, etc.- the individual contribution of

63



CHAPTER 4. EXPERIMENTAL SETUPS

𝑡0

Delay 

Generator

Plasma

MCRS

Laser

𝑡𝐴 𝑡𝐶

𝑡𝑅

𝑡𝑜𝑛

𝑡𝑜𝑓𝑓

t

𝑡𝐴

𝑡𝐵

𝑡𝐶

…

…

…

𝑡𝐵

Figure 4.5: Delay pattern of the photodetachment experiments: tC − tA = ∆t.

at least O−
2 to the total anion density can be pinpointed.

First, by setting the laser wavelength to 532 nm, all involved negative ions -
O−, O−

2 and O−
3 - contribute to the overall photodetachment signal which can be

probed by MCRS and provides information regarding the total negative ion den-
sity. The contribution of O− to the overall photodetachment signal is significant
since, firstly, in such oxygen plasmas, O− is by far the most dominant negative
ion [61] and, secondly, the photodetachment cross section of O− is about three to
six times higher than the other negative ions’ cross sections at the respective 532
nm. Due to the relatively lower concentration of the other involved negative ions
(with O−

2 roughly constituting 10% and O−
3 roughly constituting 1% of the total

negative ions), their contributions to total photodetachment signal is considered
marginal. Subsequently, after setting the laser wavelength to 1064 nm, only O−

2
is vulnerable to LIP and, hence, when probing the photodetachment signal with
MCRS, information can be obtained with respect to the density of O−

2 alone.

In the experiments of chapter 7, the laser operated at its fourth harmonic cor-
responding with the 266 nm wavelength of the beam. Therefore, the maximum
photon energy of the laser (4.66 eV) was deployed to ensure the photodetachment
of all the negatively charged species present in the reactive plasma. The same de-
lay pattern shown in figure 4.4 was used to measure the densities of electrons and
negatively charged species at a specific time in the afterglow of the plasma.
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Table 4.2: Electron affinities of negative ion species in oxygen plasma and their
photodetachment cross section [62–66].

Anion Electron affinity (eV) Cross-section (m2) Photon energy (eV) Wavelength (nm)

O−
2 0.45 0.5 ×10−22 1.16 1064

O−
2 0.45 2 ×10−22 2.3 532

O− 1.46 6.5 ×10−22 2.3 532

O−
3 2.10 1 ×10−22 2.3 532
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Chapter 5

Quantum dot photoluminescence as
charge probe for plasma exposed
surfaces

Abstract

Quantum dots (QDs) are used as nanometer-sized in-situ charge probes for surfaces ex-
posed to plasma. Excess charges residing on an electrically floating surface immersed
in a low-pressure argon plasma are detected and investigated by analysis of variations in
the photoluminescence (PL) spectrum of laser-excited QDs that were deposited on that
surface. The experimentally demonstrated redshift of the PL spectrum peak is linked
to electric fields associated with charges near the QDs’ surfaces, a phenomenon enti-
tled the quantum-confined Stark effect. Variations in the surface charge as a function
of plasma input power result in different values of the redshift of the peak position of
the PL spectrum. The values of redshift are detected to be 0.022 nm and 0.073 nm for
10 W and 90 W input powers, respectively, therefore indicating an increasing trend.
From that, a higher microscopic electric field, 9.29×106 V/m for 90 W compared to
3.29×106 V/m for 10 W input power, which is coupled to an increased electric field in
the plasma sheath, is sensed by the QDs when plasma input power is increased.

Parts of this chapter are published as:

• Hasani, M., Klaassen, G., Marvi, Z., Pustylnik, M., and Beckers, J. (2022). Quantum dot photolu-
minescence as charge probe for plasma exposed surfaces. Journal of Physics D: Applied Physics,
56(2), 025202.

• Marvi, Z., Donders, T. J. M., Hasani, M., Klaassen, G., and Beckers, J. (2021). Quantum dot
photoluminescence as a versatile probe to visualize the interaction between plasma and nanoparticles
on a surface. Applied Physics Letters, 119(25), 254104.



CHAPTER 5. QUANTUM DOT PHOTOLUMINESCENCE AS CHARGE PROBE FOR PLASMA
EXPOSED SURFACES

5.1 Introduction

Plasmas containing nano- to micrometer-sized dust particulates, designated as
complex or dusty plasmas, are of immense importance due to the nanoparticles’
either potential threat or advantageous role in multitudinous sciences and tech-
nologies. Dust particles are, for instance, advantageous for the creation of self-
organized plasma crystals [67] and plasma-assisted fabrication of nanostructures
and polymers [34, 68]. Recently, detrimental effects of dust particulates for con-
tamination control purposes in high-tech [69] and semiconductor [70] industries
have been observed and studied. Plasma charging of particles, either levitated or
adhered to surfaces, is the process that determines the dynamics of contaminating
particulates in complex ionized media such as those in lithography scanners [71]
or those with respect to spacecraft charging during the atmosphere re-entry [72].
Connected to that, electrically floating surfaces are known to accumulate negative
charge, i.e. an excess of electrons, when exposed to, for instance, radiofrequency
(RF) [23, 73] or EUV-induced [74] plasmas since the electrons possess higher
mobility compared to ions. Charge accumulation on these surfaces is studied to
account for various phenomena such as particle lofting [75]. Crucial in these
applications is the fundamental understanding of charging of particle-laden sur-
faces immersed in plasmas for which so far a comprehensive model predicting
the charging dynamics does not exist. Also, experimental data on electric fields
surrounding the surfaces as well as accurate surface charge measurements are
scarce.

The amount of (negative) charge on a surface in contact with plasma is de-
termined by the balance of incoming and outgoing ion and electron fluxes; those
can be measured experimentally [76] and modeled numerically [77]. Further-
more, particle charge on a surface can be calculated using the "shared charge
model" [13]. According to this model, the charge density depends on the plasma
sheath electric field around the surface. This sheath electric field was modeled by
Sheridan et al., assuming a planar, collisionless and dc sheath in a plasma where
the electrons are described by a bi-Maxwellian distribution [13]. Simulations of
Kim et al. illustrate a two-dimensional sheath profile at an interface between an
insulator-conductor floating surface exposed to a high-density plasma [78].

The sheath electric field was measured spatially resolved in radio-frequently
(RF) driven argon plasmas by using either microparticle probes under hypergrav-
ity conditions [79] or by deploying laser-induced fluorescence-dip spectroscopy
by Barnat et al. [80]. In the latter technique, laser-excited Argon Rydberg levels
are Stark-shifted due to the electric field around the probe. Since those argon
atoms were excited externally by a laser, an active spectroscopy scheme was pro-
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posed using laser excitation of well-defined energy levels of an atom and as a
diagnostic method for measuring electric fields. Similarly, Stark-shifted energy
states of an "artificial atom", i.e. of a quantum dot, can in principle be used for
electric field measurements near a surface since their discrete energy level struc-
ture is also subject to electric-field-induced shifts and alterations [81].

Although the electric field profiles around an electrically floating and biased
object were measured [82], an in-situ measurement of the plasma sheath elec-
tric fields on a particle-laden surface facing a plasma has not been performed
yet. Experimentally investigating the plasma sheath electric fields with surface-
deposited quantum dots would provide unique insights into the charging mecha-
nisms of nanoparticles. Experimental data regarding the charging of nanoparti-
cles are scarce in the literature, partly because a particle’s charge decreases with
its size, which necessitates high-resolution diagnostic methods [17]. The prob-
lem of charging of particles residing on plasma-facing surfaces was considered
both theoretically [83] and experimentally [84] only for micrometer-sized parti-
cles and not for nanometer-sized particles which pose an increasing challenge in
future contamination control applications.

Pioneered recently by Marvi et al. [85], photoluminescent nanoparticles have
been used to visualize interactions between plasma and a particle-laden surface.
In that work, the idea of using the photoluminescence of semiconductor quantum
dots (QDs) as a diagnostic method for surface charging of nanoparticles due to
plasma interaction was proposed. Furthermore, Pustylnik et al. [86, 87] have
theoretically shown that a layer of QDs deposited on the surface of a microparticle
could provide the possibility of measuring the surface charge of microparticles in
plasmas.

In this chapter, we further develop the diagnostic tool that visualizes the
charging of a plasma-exposed surface using photoluminescence (PL) spectra of
nanometer-sized QDs. For this purpose, PL spectra of QDs deposited on an elec-
trically floating substrate have been recorded before, during, and after plasma
exposure. Distinctly in this study, reproducible measurements are performed to
quantify the values of the electric-field-induced redshift of the peak of the PL
spectrum of the QDs, previously characterized as Stark shift [85]. These values
of Stark shift are measured at various plasma conditions (i.e. at different input
powers). Moreover, the measured values of Stark shift are interpreted using a sur-
face charge model. A Langmuir probe is used to extract plasma parameters (e.g.
electron temperature) at the conditions of the Stark shift measurements. These
plasma parameters are then used for estimations of the sheath electric field using
traditional RF sheath theory.

The current chapter is organized as follows: First, an overview of the exper-
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imental methodology is presented in section 5.2. A detailed description of the
measurements of the photoluminescence spectra of the QDs is provided in that
section. Next, in section 5.3, the experimental results and observations of QD PL
spectra from these nanocrystals as exposed to low-pressure RF plasma in various
conditions are provided. Finally, section 5.4 contains the interpretation of the
experimentally investigated phenomena. Section 5.5 concludes this chapter.

5.2 Methods

A detailed description of the experimental methodology applied to explore the
charging of a plasma-exposed surface with QDs deposited on it is provided in the
following subsections. QD photoluminescence employed as a diagnostic tool is
introduced in section 5.2.1. The experimental setup designed for investigating the
effect of plasma on the PL emission spectrum of the QDs was already presented
and explained in section 4.4 of chapter 4. Finally, data acquisition and analysis
procedures are explained in section 5.2.2.

5.2.1 Quantum dot photoluminescence

QDs are nanometer-sized crystalline semiconductors characterized inherently as
zero-dimensional quantum wells for charge carriers. The optical characteristics
of these QDs are dependent, among other parameters, on their size. QDs typi-
cally have a core-shell structure. The main semiconductor in the core determines
the properties, whereas the shell stabilizes those. A QD nanocrystal is optically
excited upon receiving a photon whose energy exceeds the energy gap between
the valence and conduction bands, followed by the generation and confinement of
an electron-hole pair. In the next stage, the electron-hole pair relaxes back to the
bound states of the QD’s corresponding quantum well; finally, the recombination
of the electron and hole leads to the emission of a photon with a well-defined
energy. As a consequence of charge carrier relaxation, the energy of an emitted
photon is lower than that of an excitation photon. Since in this work the emis-
sion from an ensemble of QDs with a certain size distribution is observed, the
associated photoluminescence peak is broadened corresponding to the size dis-
tribution. A PL emission peak of an ensemble of QDs can be characterized by
three values: the central wavelength, the integrated intensity, and the Full-Width
at Half-Maximum (FWHM).

Measurements of the QD photoluminescence spectrum and analysis of the
above-mentioned values allow using QDs as in-situ charging probes. In this work,
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the QDs are deposited on a substrate and exposed to a low-pressure RF Argon
plasma. Optical excitation is performed by a laser. The charges on the surface of
an electrically floating substrate create the electric field. This electric field affects
the PL of the QDs due to the quantum-confined Stark effect [50], which allows
obtaining the information on charging from the PL spectra.

The QDs used in this work were commercially available (NanoOpticalMa-
terials) colloidal CdSSe-ZnS gradient-alloyed shell QDs. In this specific type
of QDs, blinking effects were nearly suppressed and the quantum yield was
enhanced by constructing a band structure that confines the exciton within the
core [88, 89]. Therefore, the Auger effect, as a non-radiative process responsible
for blinking, was suppressed. The peak of the PL of the QDs was at λp = 540±10
nm and FWHM = 34 nm; their core radius and shell thickness were 2.2 nm and
0.9 nm, respectively. For each QD sample, 10 µl of the original colloidal solu-
tion with 4 mg/ml concentration were drop-cast on a reflective silicon substrate,
therefore resulting in a surface density of about 3.8×10−11 mol/mm2 and layer
thickness of 7.5 µm, assuming the QDs were homogeneously dispersed. The rel-
ative dielectric constant of the QDs was approximately [90] εr = 6.19. After total
evaporation of the solvent, the QDs stayed on the substrate. The QD-deposited
silicon substrate was clamped to a stainless-steel substrate holder which was elec-
trically insulated from the grounded walls of the vacuum vessel. Therefore, with
this configuration, a floating potential with respect to the surrounding plasma was
ascribed to the QD sample since the whole sample was immersed in the plasma
volume. The photoluminescence of the drop-cast QDs on the sample stimulated
by laser excitation was continuously recorded before, during, and after plasma
exposure. The photoluminescence was temporally and spectrally resolved with
0.075 s and 1.5 pm maximal temporal and spectral resolution, respectively, using
the experimental setup described in chapter 4.

5.2.2 Measurement and fitting procedure

Fig. 5.1 represents a typical measurement of a PL spectrum before any plasma
exposure together with the fit. The fitting procedure will be described below.
Measurements were performed in a consecutive fashion as time series synchro-
nized with the laser pulses. The internal clock of the ICCD camera served as the
reference clock, according to which plasma and laser pulses were synchronized
via the delay generator. In order to acquire a sufficient amount of PL light and
to ensure optimal signal-to-noise ratio, each acquisition consisted of 100 accu-
mulated individual spectra, repeated consecutively for background (without laser
excitation) and PL (with laser excitation) measurements. Each PL measurement
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Peak 
position

Figure 5.1: PL emission spectrum of the QDs: The recorded data (black dots) and
the modified Voigt fitting (red curve). The wavelength at which the PL intensity
reaches maximum indicates the PL peak position.

was subtracted from the average of its previous and next background measure-
ment to reconstruct the PL spectra (black dots in Fig. 5.1).

The position of the PL peak was determined using the following fitting proce-
dure. After averaging the data over 100 repeated measurements, the PL peak was
fitted using a double skewed Voigt function developed specifically for this proce-
dure (see Appendix 5.A). This double skewed Voigt distribution (φV ) consisted of
a weighted distribution of a Gaussian and a Lorentzian probability density func-
tion (φG and φL) multiplied by their respective cumulative distribution functions
(Φg and ΦL) as indicated in the following expression:

φV (x) = 2(1−η)φG(x)ΦG(aGx)+2ηφL(x)ΦL(aLx). (5.1)

Here, η is the Voigt weight factor and aG and aL are the skew parameters
of the Gaussian and Lorentzian probability density functions, respectively. This
double-skewed Voigt distribution approximated the data with R2 of 0.9998. The
primary reason for developing this specific set of fitting functions was asymmetry
in the measured data caused by non-linearities of the image intensifier of the
ICCD camera, skewing the spectrum of the PL emission. The PL peak position
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Figure 5.2: PL emission spectrum of the QDs before (blue dots) and after 76.5
s (red dots) of plasma exposure: The peak has experienced a 0.15 nm shift. The
peak intensity has slightly declined.

was assigned to the peak and the PL intensity to the integral of the skewed Voigt
function resulting from the fit.

Next, variations of the PL peak position and peak intensity were determined
during each experiment. Fig. 5.2 exemplary shows two respective PL peaks: One
at the beginning of a typical experiment, and the other the QDs’ PL emission
after 76.5 s of plasma exposure (red dots). It is visible that the peak slightly shifts
towards a longer wavelength, indicating a "redshift", while the peak intensity
slightly decreased.

Multiple trials of exposing the QDs to plasma were performed, during which
the PL peak positions were measured in several plasma pulses of equal duration
and subsequently averaged over these pulses. This averaging scheme was de-
signed to track the PL peak position and intensities precisely, enabling further
quantitative analysis when the input power of the plasma was subject to change.
With this procedure, the PL peak position was determined with a 0.002 nm error.
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5.3 Results
PL spectra from the QD sample in contact with the low-pressure, low-temperature
RF plasma have been recorded and analyzed. First, the general effect of the
plasma on the PL spectra of the QDs is discussed in Section 5.3.1. Time-resolved
spectra are measured and the time evolution of the PL peak position and intensity
are subsequently determined. As will be explained later in this section, both
temperature-induced and electric-field-induced redshifts are revealed through-
out the long plasma exposure trial. Section 5.3.2 contains the results on mea-
surements of a fast, electric-field-induced, shift, associated with the quantum-
confined Stark effect. It also shows how this fast shift can be distinguished from
substantially longer temperature-induced effects. Section 5.3.3 proceeds to the
quantification of the Stark shift using enhanced measurement techniques (e.g.
averaging scheme) to minimize the error margin in the peak position determina-
tion. Finally, section 5.3.4 establishes the dependence of the Stark shift on the
plasma input power.

5.3.1 Time-resolved PL spectra: The "slow shift" and the "fast
shift"

As illustrated in Fig. 5.3, the two main features of the PL spectrum, the peak
position, and the peak intensity are subject to change due to exposure of the QDs
to plasma. At the beginning of the experiments, before any plasma exposure, both
the peak position and the peak intensity are constant. At the moment when the
plasma is switched on, a sharp, instant, and fast shift of about 0.04 nm in the peak
position towards longer wavelengths is observed (see Fig. 5.3 (a)). Afterward,
a gradual, ramp-like, and slow shift of 0.11 nm in total proceeds as the plasma
affects the QDs on an extended time scale of 76.5 s. Marking the switching off
of the plasma, a fast shift of the peak position is observed, which is symmetrical
- equal in magnitude but reverse in direction - to the initial fast shift. Finally, a
gradual slow shift towards the initial values appears. However, the peak position
reaches a stable value slightly higher than that for the pristine QD sample before
plasma exposure. Similarly, the trend in the integrated intensity of the PL peak
appears to show a gradual decline as the QDs are exposed to the plasma on the
same time scale. Similarly to the PL peak position, the PL intensity also does not
recover to its value for the pristine QD sample (see Fig. 5.3 (b)).

We term the sudden increase of the PL peak position "fast shift". The gradual
and ramp-like shift occurring on the longer time scale, we term the "slow shift".
Obviously, the trend in the slow shift follows the trend in the substrate temper-
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Figure 5.3: Temporal evolution of (a) the peak position (left axis, black dots) to-
gether with the substrate temperature (right axis, red curve) and (b) the integrated
intensity (left axis, black dots) together with the substrate temperature (right axis,
red curve). The experiment included 76.5 s of plasma exposure (pink region).
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ature (see Fig. 5.3 (a)), which rises during plasma exposure and exponentially
declines after the exposure is stopped. Therefore, we attribute the slow shift
to temperature-induced effects caused by the thermal plasma load on the sub-
strate surface. The fast shift occurs much faster than the temperature evolution of
the substrate does, and therefore, we attribute this shift to the quantum-confined
Stark effect caused by plasma-induced surface charges and their associated elec-
tric fields.

The substrate temperature is measured to rise 1.1 K during 76.5 s of plasma
exposure. The rate of the temperature-induced redshift is approximately 0.1
nm/K according to this measurement. This value was cross-checked by externally
heating the QDs substrate without any plasma exposure, where the trend of the
slow shift corresponded exactly to that of the temperature [85] while the fast shift,
observed in the plasma exposure experiments, did not occur. Recently, a detailed
evaluation of the thermal balance of surface-deposited QDs was published [87].
The results of this evaluation practically rule out any transient thermal effect that
could obscure the quantum-confined Stark effect.

According to the observations described above, the fast shift and the (temperature-
induced) slow shift occur on different timescales which allows to undoubtedly
distinguish between them. The following section presents a different set of ex-
periments in which we could reduce the slow shift to negligibly small magnitudes
in order to better investigate the fast shift.

5.3.2 Stark shift

Upon plasma exposure of the QDs, two specific effects in the temporal evolution
of the PL peak position and the PL emission intensity are observed. While the
temperature-related effects [91, 92] on the PL of the QDs are of marginal im-
portance for this work, the charge-related effects are the focus of this chapter. A
series of experiments, thereby, was designed to reduce the temperature-related
effects.

To isolate the Stark shift, the time during which the QD sample was exposed
to the plasma was shortened step by step. As the exposure time was decreased,
the QDs had lesser time to attain any significant temperature rise, which would
induce observable redshifts. The QDs, and the substrate on which they were
deposited, were exposed to the plasma for 76.5 s (see Figs. 5.2 and 5.3). In further
experiments, the exposure time was set to 30, 18, and 4.5 s, as can be seen in
Fig. 5.4 (b) to Fig. 5.5 (d), respectively. As demonstrated in Fig. 5.4 and Fig. 5.5,
the effect is clearly visible at the plasma durations of 76.5 s, 30 s, and 18 s. The
temperature of the substrate and, therefore, of the QDs was measured to rise 1.1
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K, 0.6 K, and 0.3 K during 76.5 s, 30 s, and 18 s of plasma exposure, respectively
(see Fig. 5.4 (a), (b) and Fig. 5.5(c)). For the last experiment (Fig. 5.5 (d)), the
exposure time was set to 4.5 s only, which was sufficient to gather enough data
and, at the same time, to produce only a negligibly small temperature effect.
Also, at 4.5 s plasma duration, the PL peak position recovered to its value before
the plasma exposure. Hence, for a sufficiently short plasma exposure time (here
4.5 s and shorter), the temperature effects become negligible, and a pure Stark
shift can be observed. The PL peak intensity, nevertheless, has a longer (about
20 s) recovery time and relaxes to a value that is slightly below the initial one
(Fig.5.5 (d), red dots). This effect was already reported by Marvi et al. [85] and
can be attributed to the damage of the QDs by impinging plasma ions.

So far, this chapter has focused on proof-of-principle evidence and a clear
demonstration of the appearance of the Stark effect, both accompanied by a qual-
itative explanation. In the following section, we present the procedure we used
for the measurement of the dependence of the Stark shift on the plasma input
power.

5.3.3 Quantifying Stark shift

The peak position of the PL emission of the QDs spectrally shifts as excess
charges (in our case, electrons) and their associated electric fields appear on the
substrate surface. This phenomenon, identified as the Stark shift, was observed,
distinguishable from temperature-related effects, in the previous subsection. As
the next step in the Stark shift characterization, the value of this electric-field-
induced fast shift was measured reproducibly. The accuracy of the measurements
is sufficient to perform a comparative study for different plasma input powers.

To quantify the Stark shift of the PL peak position, a more enhanced set of
experiments involving averaging over multiple cycles of measurements was con-
ducted. The QDs were then exposed to 100 short plasma pulses each lasting 0.76
s. Temperature increase over multiple plasma pulses was prevented by separating
the exposure periods by ≈15 s, allowing the temperature of the substrate to de-
crease. As a result of this averaging scheme, the PL peak position was determined
within a maximum standard error of the mean (SDM) of just 0.002 nm. The value
of Stark shift was, afterward, calculated by subtracting the average peak positions
during plasma exposure from those during non-exposure time intervals. As illus-
trated in Fig. 5.6, the value of Stark shift for specific plasma parameters of 50 W
input power and 4 Pa gas pressure is measured to be 0.046 nm. In Fig. 5.6, the
PL peak positions for each measurement are represented with pink (plasma expo-
sure time interval) and yellow (non-exposure time interval) dots, besides that, the
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Figure 5.4: Temporal evolution of the peak position (left axis, black dots) and the
integrated intensity (right axis, red dots) of the spectrum of the PL of the QDs at
different plasma exposure times (pink regions): (a) 76.5 s and (b) 30 s.
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Figure 5.5: Temporal evolution of the peak position (left axis, black dots) and the
integrated intensity (right axis, red dots) of the spectrum of the PL of the QDs at
different plasma exposure times (pink regions): (c) 18 s and (d) 4.5 s.

79



CHAPTER 5. QUANTUM DOT PHOTOLUMINESCENCE AS CHARGE PROBE FOR PLASMA
EXPOSED SURFACES

0 2 4 6 8 10 12 14 16

Time (s)

546.78

546.79

546.8

546.81

546.82

546.83

546.84

546.85

P
ea

k
 p

o
si

ti
o
n
 (

n
m

)

Figure 5.6: Stark shift measured for a short plasma exposure. The QDs’ PL peak
position during plasma exposure (0.76 s, pink dots) and non-exposure (yellow
dots) time intervals. The pink and yellow areas and lines indicate the standard
deviation and the average of the data points, respectively. For the specific plasma
parameters of 50 W and 4 Pa, the Stark shift is measured to be 0.046 nm.

heights of the colored areas correspond to the standard deviations for respective
measurement intervals and the solid lines indicate the average of the respective
measurement intervals.

5.3.4 Stark shift depending on the plasma input power
We applied the procedure described in the previous subsection to systematically
measure the dependence of the Stark shift on the plasma input power. The input
power of the plasma ranging from 10 W to 90 W was increased in steps of 10 W
and the value of the Stark shift was measured for each input power. In this set of
experiments, the gas pressure was maintained constant at 4 Pa.

As Fig. 5.7 shows, the shift of the PL peak position of the QDs (on the sample)
exposed to plasma with varying input powers represented by black circles. An
increasing trend is observed in the value of the Stark shift as a function of input
power. For the first point in the figure, the power was set to 10 W and the Stark
shift of the PL peak position was measured to be 0.022 ± 0.002 nm. This value
of the Stark shift gradually rises to the value of 0.073 ± 0.001 nm for a plasma
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Figure 5.7: The amounts of Stark shift of the QDs’ PL peak position measured
as a function of plasma input power (black circles) at a constant pressure of 4 Pa.
The detection limit of the current experimental scheme is 0.01 nm (shaded area).

input power of 90 W.
For further interpretation of the aforementioned results (i.e. the correlation

between Stark shift values and input plasma powers), plasma parameters are mea-
sured for the respective conditions. The electron temperature and the floating
potential are the two specific parameters illustrative for these plasma conditions.
These results are shown in Appendix 5.B.

In the following section, the observed Stark shift in the PL peak position of
the QDs will be interpreted using established theories.

5.4 Discussions
Multiple effects and phenomena were observed in the response of the QD PL
spectra upon plasma exposure: I) a slow redshift of the PL peak position observed
throughout long plasma exposure experiments, II) a fast shift during short plasma
exposure experiments, and III) a dependence of the value of the fast redshift on
the plasma input power.

First, the slow shift is attributed to the temperature effects of the plasma on
the substrate and the QDs. As depicted in section 5.3.1, a monotonous redshift on
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long timescales of tens of seconds is observed when the QD sample is immersed
in the low-pressure plasma environment. Lattice dilation, i.e. thermal expansion
of the crystal structure in the QDs lattice, is the contributing factor to the slow
shift in PL peak position [52]. In literature, it has also been established that
the energy band-gap of the bulk semiconductor is dependent on the temperature,
which results in a shrinkage of the band-gap as the temperature rises [53]. There-
fore, the PL peak position that represents the average energy gap of the QDs is
subject to a shift towards longer wavelengths, i.e. lower photon energies. The
sensitivity of the PL emission from the QDs on the temperature has been charac-
terized as reversible and linear, a property which can - for instance - be utilized
for optical-based temperature measurement sensors [92].

Concomitant with a monotonous redshift of the PL peak position, the inte-
grated intensity of the PL peak is observed to decline with a similar linear trend
on long-time scales. This decline in PL peak intensity is comprised of a recov-
erable and a non-recoverable part. The recoverable part is ascribed to tempera-
ture effects, whereas ion-induced effects play the main role in the non-recovery
part of the PL peak intensity after plasma exposure. Accounting for the recov-
erable and reversible decline in the emission intensity, it has been documented
that non-radiative processes are thermally activated as the QDs’ temperature be-
comes elevated. This results in limited quantum efficiency in the QDs and there-
fore leads to a decreased PL intensity [53]. Carrier trapping in surface states
and phonon-assisted thermal escape of photo-excited carriers from the QDs are
the two non-radiative relaxation processes involved in the temperature-dependent
decline of the PL intensity. There is, however, a rate of decline in the PL emis-
sion intensity, in addition to the one ascribed to thermal effects. This additional
decline rate, characterized as nonrecoverable, is attributed to ion-induced effects.
Plasma-exposed QDs are continuously bombarded by ions. Since in this case
the QD material is damaged by ion bombardment, the decreased portion of PL
intensity is non-reversible [85].

Additional to the slow shift of the PL peak position due to plasma heating,
a fast shift of the PL peak position is observed and distinguished specifically for
short plasma exposures. This fast shift is attributed to charging effects, i.e. to
the electric fields generated by charged species, in this case, electrons, residing
on the QD-coated substrate. The reason for the accumulation of electrons on
the substrate, once it is immersed in plasma, is that the mobility of electrons is
much higher compared to that of ions. At steady state surface charge density,
the electron and ion fluxes towards the surface are balanced and this can only be
achieved when the floating potential, V f , is negative with respect to the surround-
ing plasma [25]. The electric field, induced by the surface electrons, will cause
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the quantum-confined Stark effect (QCSE) [93–95] on the discrete quantum states
of the QDs.

The electric-field-induced fast redshift (∆λ ) is expressed as [51]:

∆λ = 0.03λ
2(hc)−1 (me

∗+mh
∗)a4

(
2πeE

h

)2

, (5.2)

where e, h, a, me
∗ and mh

∗ indicate the elementary charge, Planck’s constant,
the QD core radius, the electron’s effective mass, and the hole’s effective mass,
respectively. Essentially, the QCSE is caused by modification of the electron
and hole energies such that the resulting recombination energy becomes lower.
This modification is induced by electric fields generated by excess charges near
the QDs’ surfaces. In this way, the electric field "pulls" the electron and hole
to the opposite sides inside the QDs, leading to a reduction of the band gap and
therefore to a redshift in the overall PL spectrum [18]. This redshift, called Stark
shift, can be used for sensing surface charges in plasma.

Marvi et al. [85] proposed a model explaining quantitatively how the exper-
imentally observed Stark shift is correlated to plasma charging of the floating
surface. Using this ’discrete charge model’, it was confirmed that the observed
Stark shift of the PL peak position occurs mainly due to microscopic electric
fields associated with electrons on the surface.

As the electrically floating substrate, with QDs, deposited on it, is immersed
in the plasma, a sheath containing the electric field is formed around it. The
average normal component of the plasma sheath electric field on the substrate
surface is σ/ε0, where σ is surface charge density. The local electric field is,
however, subject to fluctuations. Therefore the actual value of the electric field
sensed by the QDs is larger. The fluctuations are mainly due to the redistribution
of electron configurations on the sample and the inherently discrete nature of the
charge process [83, 96].

For further analysis and interpretation, we calculate statistics of the local elec-
tric field resulting from the surface charge by taking into account multiple random
configurations of electrons on the surface at constant σ and evaluating the electric
field at the position of a single point-like QD. The resulting Stark shift of the PL
peak position caused by the microscopic electric field of each randomly dispersed
configuration of electrons is then calculated using Equation 5.2. Typically, a few
million random electron configurations are evaluated to calculate the statistics of
the local electric field - with each configuration consisting of thousands of quasi-
static electrons. The observed fast shift is measured over long (typically 0.76 s)
measurement time and is therefore averaged over all electron configurations and
radiation acts. It was shown [85, 86] that in this case the measured Stark shift -
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δmean - would correspond to the average of the Stark shifts of all electron config-
urations. In other words, δmean = ∆λ (Erms), where Erms is the root-mean-square
electric field averaged over all the electron configurations.

The discrete charge model allows the calculation of values of both the macro-
scopic electric field (Emac) and the microscopic electric field (Emic) caused by the
electrons near the QD for a given σ . The microscopic electric field is typical,
under our conditions, one order of magnitude larger than the macroscopic elec-
tric field. As an input to the model, first, the surface charge density σ is required
to be calculated. For this purpose, the plasma sheath electric field (Esheath) is
estimated.

The sheath electric field is calculated assuming a quadratic potential drop pro-
file across the sheath thickness, leading to a linearly increasing electric field [97]
in the sheath from the bulk plasma towards the surface. Plasma parameters mea-
sured by the Langmuir probe are used to determine the potential drop and roughly
estimate the sheath thickness using Child-Langmuir law for RF plasmas [98]. The
sheath thickness estimations are cross-checked with camera images taken from
the plasma sheath close to the substrate. The potential drop across the floating
sheath of an RF plasma, also known as the floating potential under RF bias, is
expressed as [23]:

VfRF =
kTe

e

[
1
2

ln
(

2πme

M

)
− ln I0

(
eV1

kTe

)]
, (5.3)

where Te, me, M, and V1 are the electron temperature, electron mass, ion
mass (in this case, argon), and the amplitude of the RF voltage across the sheath,
respectively. Here, I0 is the zero-order modified Bessel function. The first term
on the right-hand-side of equation 5.3 represents the floating potential under DC
conditions while the second term represents the RF self-bias. Te is measured by
the Langmuir probe. V1, however, cannot be reliably measured for a floating
electrode. Therefore, to obtain an absolute upper limit estimation of V fRF (and
corresponding Esheath), we used the amplitude of the RF signal (URF ) measured
by an oscilloscope on the RF electrode. The actual value of V fRF lies therefore be-
tween the DC floating potential measured by the Langmuir probe and the voltage
obtained from equation 5.3 with V1 = URF .

From the Langmuir probe measurements, the electron temperature is Te = 1.5
eV ± 0.1 eV and the amplitude of the RF signal (measured by an oscilloscope)
is URF = 178 V for 50 W plasma input power. Together with a sheath thickness
of ds ≈ 0.6 mm, the plasma sheath electric field at the location of the substrate
is approximated to be Esheath = 5.8×105 V/m, for the conditions explained in
detail in section 5.3.3. Illustrated in Fig. 5.8 is a statistical evaluation of the
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microscopic electric field that is yielded by the discrete charge model for the
above-mentioned values and conditions of the plasma. In Fig. 5.8 (a), a histogram
of the electric fields associated with 106 configurations of 3000 electrons on the
surface, randomly distributed on a 10−10 m−2 square sample in the center of
which a QD resides. A microscopic electric field of Emic = 6.8×106 V/m would
consequently induce a Stark shift of the PL peak position of δmean = 0.05 nm
(Fig. 5.8 (b)). Also, as the corresponding Stark shift values in Fig. 5.8 (b) indicate,
the macroscopic electric field would induce only a non-observable Stark shift of
δmac = 3.4×10−4 nm. Therefore, it is necessary to take into account the electric
field fluctuations and the resulting microscopic electric field that is responsible
for inducing the observed Stark shift.

Hence, the assumption that only the microscopic electric fields emanating
from electrons in the proximity of QDs surfaces are responsible for inducing the
observed Stark shift is founded.

The measured value of Stark shift of the PL peak position was 0.046 nm (see
Fig. 5.6) for the conditions mentioned in section 5.3.3, whereas the calculated
Stark shift according to the discrete charge model is δmean = 0.05 nm (with Lang-
muir probe data as input). The calculated and measured values of Stark shift in
this case are close to one another. However, their slight discrepancy may stem
from the simplifications and estimations with respect to the measurements and
calculations leading to Emac.

The calculated Stark shift value of 0.05 nm is, however, the maximum value
since the upper limit estimated V fRF is used for calculating surface charge density
used as the input for the discrete charge model results shown in Fig. 5.8. The
same statistical calculations are performed assuming the absolute minimum for
the floating potential (i.e. DC floating potential). In this case, the minimum δmean
= 0.0034 nm would be one order of magnitude lower than in the case assuming
the upper limit V fRF , resulting in the calculated Stark shift value to fall below the
experimental detection limit of 0.01 nm. Hence, incorporating RF self-bias in
V fRF for estimation of the surface charge density is necessary.

As the Stark shift values are measured at different plasma input powers, the
effect of the plasma conditions on the detected value of Stark shift is demon-
strated (see section 5.3.4). It has been observed that the value of the Stark shift
increases with the plasma input power (see Fig. 5.7). In order to study the effect
of these plasma parameters on the charge of the surface, Langmuir probe mea-
surements were performed for each respective measurement shown in Fig. 5.7.
Subsequently, the plasma sheath electric field and the microscopic electric field
are calculated using the discrete charge model for both upper and lower limits of
V fRF . Finally, the minimum and maximum Stark shifts corresponding to those
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Figure 5.8: Statistical evaluation of the microscopic electric field Emic at the lo-
cation of a QD associated with quasi-stationary electrons on the substrate surface
(a) and the corresponding histogram of QD photoluminescence Stark shifts (b).
Over 106 different electron configurations are integrated for these evaluations.
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Figure 5.9: Maximum (red upward triangles) and minimum (blue downward tri-
angles) calculated values of Stark shift based on the discrete charge model as a
function of plasma input power at a constant pressure of 4 Pa together with the
measured values of Stark shift (black circles). The minimum calculated values
all fall under the experimental detection limit.

under each input power of the plasma are calculated. As illustrated in Fig. 5.9,
the maxima and minima of the calculated values of Stark shifts are compared
with the measured values as a function of plasma input power. The calculated
minimal values of Stark shift, all falling below the detection limit, differ in one
order of magnitude from the corresponding measured values. The experimental
Stark shift values are close to the maximal calculated values suggesting that, in
this particular case, the amplitude of the RF voltage between the floating substrate
and surrounding plasma is close to URF .

The increasing trend in the value of Stark shift with increasing plasma input
power of the plasma is confirmed by the calculations. As the input power is
increased from 10 W to 90 W, the plasma sheath electric field is enhanced. This
enhancement is mainly due to the increase in the amplitude of the RF voltage
oscillations accelerating the electrons in the plasma. Consequently, more charge
is induced on the surface and a larger number of electrons resides on the same
surface area (i.e. more surface charge density). This trend as a function of plasma
power is confirmed by the measurements of the floating potential by the Langmuir
probe as can be seen in Fig. 5.10. The higher surface charge density leads to a
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stronger microscopic electric field, which is increased from 3.29×106 V/m to
9.29×106 V/m when the plasma power is increased from 10 W to 90 W. This
increase causes the calculated value of Stark shift to increase from 0.011 nm to
0.091 nm, a trend which is also clearly corresponding to the same upward trend
in the measured values of Stark shift (see Fig. 5.9).

5.5 Conclusions

QDs, deposited on the surface of an electrically floating substrate, immersed in
a low-pressure RF plasma, were used as nanometer-sized surface charge probes.
In conclusion, the experiments have shown that:

• The fast (Stark) redshift of the PL peak position of the laser-excited QDs
was caused by electric fields originating from electrons residing on the sur-
face of the substrate.

• The previously designed discrete charged model [85] correctly calculated
the electric field, typically 6.8×106 V/m, formed by the surface electrons
and the associated Stark shift of 0.05 nm.

• Increased plasma input power led to an increased value of Stark shift, 0.073
nm, which was associated with increased surface charge density as a result
of higher plasma input power of 90 W.

• The Stark shift of the PL of the QDs deposited on a plasma-facing sur-
face was therefore capable of tracking the variations in the surface charge
density.

The plasma parameters were measured by a commercial Langmuir probe and
used to estimate plasma sheath electric fields and the values of Stark shifts by the
discrete charge model. The uncertainty in the RF self-bias measurements led to
calculating only the maximal and minimal possible values of Stark shifts. The
experimentally measured values of the Stark shift were found to lie close to the
maximal calculated values.
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Appendices

5.A Double skewed Voigt fitting
In this appendix, the derivation of the double skewed Voigt distribution function
is explained in detail. A Voigt distribution function, or a Voigt profile, is a con-
volution of a Gaussian and a Lorentzian distribution.

Since the acquired data had an asymmetrical component, the Voigt profile was
modified, accordingly, to be a combination of a skewed Gaussian distribution and
a skewed Lorentzian distribution, resulting in a double skewed Voigt distribution
as used to analyze the data in this chapter. This double skewed Voigt distribution
had the form:

φV (x) = 2(1−η)φG(x)ΦG(aGx)+2ηφL(x)ΦL(aLx). (5.4)

The Gaussian probability density function around the mean µ with variance σ2

is expressed as:

φG(x) =
1

σ
√

2π
e−

1
2 (

x−µ

σ
)2
, (5.5)

and the cumulative distribution function belonging to this Gaussian probabil-
ity density function is:

ΦG(x) =
1
2

[
1+ er f

(
x−µ

σ
√

2

)]
. (5.6)

Here, er f
(

x−µ

σ
√

2

)
is the Gauss error function defined as:

er f (z) =
2√
π

∫ z

0
e−t2

dt. (5.7)

The probability density function of a skewed Gaussian distribution with skew
parameter aG is then given by:

fG(x) = 2φG(x)ΦG(agx). (5.8)

When aG = 0, the function is equal to a regular Gaussian distribution, whereas
for aG > 0 and aG < 0 the distribution is skewed towards the right and left, re-
spectively.
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Figure 5.10: Electron temperature (Te, blue circles, left axis) and the floating
potential (V fRF , red triangles, right axis) as a function of input power. The gas
pressure is set at 4 Pa.

The same procedure is used for a Lorentzian distribution with a probability
density function:

φL(x) =
1

πγ

[
1+
(

x−µ

γ

)2
] , (5.9)

where µ is the location parameter, specifying the location of the peak, and γ

is the scale parameter equal to the FWHM of the Lorentzian distribution function.
The cumulative distribution function of the Lorentzian distribution function

is:

ΦL(x) =
1
π

arctan
(

x−µ

γ

)
+

1
2
. (5.10)

Multiplying the probability density function with the cumulative distribution
function results in the skewed Lorentzian distribution function with skew param-
eter aL:

fL(x) = 2φL(x)ΦL(αLx). (5.11)
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5.B. THE ELECTRON TEMPERATURE AND THE FLOATING POTENTIAL

These skewed Gaussian and Lorentzian distributions can be combined with
weight factor η to find the double skewed Voigt distribution of equation 5.1 or in
abbreviated form:

φV (x) = (1−η) fG(x)+η fL(x). (5.12)

5.B The Electron temperature and the floating po-
tential

The electron temperature (Te) and the floating potential under RF bias (V fRF ) are
measured and calculated using the data from the Langmuir probe and equation 5.3
for the same values of plasma parameters (i.e. input power and gas pressure)
discussed in this chapter. As illustrated in Figure 5.10, the electron temperature
follows a downward trend, starting from Te = 2.2 eV for input power of 10 W
and descending to Te = 1.32 eV for 90 W; whereas the floating potential almost
linearly increases from V fRF = 84 V for 10 W to V fRF = 240 V for 90 W of input
power. The gas pressure is kept constant at 4 Pa throughout these measurements.

These values and their respective trends as a function of input power and
gas pressure of the plasma are essential for the estimation of the plasma sheath
electric field (Esheath) and interpretation of the results regarding Stark shift values
in the same plasma conditions.
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Chapter 6

Laser-induced photodetachment to
probe negative ions in oxygen
plasma afterglow

Abstract

Time-resolved laser-induced photodetachment in concert with microwave cavity reso-
nance spectroscopy is further developed and improved. The method is applied to mea-
sure – with microsecond time resolution – the decaying density of negative oxygen ions
(O−, O−

2 and O−
3 ) and that of free electrons in the afterglow of a pulsed capacitively

coupled radiofrequency driven oxygen plasma. The afterglow behavior of electrons
shows a significant dependence on the gas pressure between 3 Pa and 6 Pa. For a pres-
sure of 3 Pa, at which the plasma is in the so-called γ-mode, the decay of the negative
ion density is slower than that of the electron density, eventually leading to the occur-
rence of a negative-ion-positive-ion plasma. At a slightly elevated pressure of 6 Pa (and
higher), the plasma has transited into the so-called α-mode, in which a short period
of increased electron density is detected just after switching off the plasma. In the α-
mode, the negative ion and electron densities decay on similar time scales, leading to
the trapping of negative ions. In this pressure range, the decay of the additional elec-
tron density released by the photodetachment of negative ions occurs following two
distinct time scales. However, for increasingly elevated pressures above 10 Pa, the pho-
todetachment signal is characterized to decay with an undershoot which may indicate a
temporary local disturbance of the plasma’s quasi-neutrality in the volume irradiated by
the laser beam.

This chapter is published as:

Hasani, M., Z. Marvi, and J. Beckers. "Probing negative ions and electrons in the afterglow of a low-
pressure oxygen radiofrequency plasma using laser-induced photodetachment." Journal of Physics D: Ap-
plied Physics 54.49 (2021): 495202.
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6.1 Introduction

Dynamics of electronegative plasmas have been the subject of interest during
the recent decades [99–102]. In such electronegative plasmas, negative ions (of-
ten called anions) reside beside the positive ions, electrons, and different neutral
species like metastables and reactive radicals. Such negative ions may be formed
due to a significant electron affinity of some specific gaseous species. For in-
stance, in the case of an oxygen plasma - as is under investigation in this chapter
- oxygen atoms (O) and oxygen-based molecules (O2, O3) can turn into negative
ions such as O−, O−

2 and O−
3 upon attachment of a free electron from the plasma.

Dependent on the experimental configuration and the discharge parameters, the
number of free electrons might become suppressed significantly by these attach-
ment processes. This, of course, strongly impacts the overall plasma dynamics.

Oxygen-containing plasmas have been of particular technological importance
for decades, mainly due to the presence of negative ions, ozone, and a multitude
of exciting species. Applications of oxygen plasmas include oxidation of silicon
in the semiconductor industry [103], surface cleaning [104], etching of organic
polymers [105, 106] and amorphous carbon films [107] as well as treatment of
polymers and polymer composites [108] on industrial scales. The role of oxygen
negative ions, particularly, in plasma chemistry and plasma-surface processing
has been studied extensively for such potential applications [27, 109]; highlight-
ing negative ion formation in near-surface and sheath regions.

These potential applications and the compounded complexity of electronega-
tive plasmas [110–112] require diagnostic tools to investigate the formation and
destruction mechanisms of negative ions in order to comprehend and model their
dynamics under various conditions. An array of diagnostic techniques has so far
been proposed and developed to detect, measure the density and investigate the
dynamics of electrons and negative ions in plasmas [113]. Besides the role of
free electrons on the overall dynamics of negative ions, diagnostic methods of
negative ions are in some cases dependent on the determination of the electron
density.

Langmuir probes have been used as diagnostic tools for negative ions [114].
Nonetheless, the probes’ intrusiveness and their contamination create additional
obstacles when operated in chemically reactive discharges. Mass spectrometry
[115] is another diagnostic that has been used to probe negative ions. However,
in this method, the trapping of negative ions in the positive plasma glow com-
plexifies their extraction and subsequent detection. In addition, laser-induced
photodetachment (LIP) has been developed and implemented as a diagnostic tool
for various cases of electronegative plasmas [116]. To obtain absolute values
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for negative ion densities, several different probes have been combined with the
LIP technique, including Langmuir probes [117, 118], resonance hairpin probes
[119], microwave interferometry [120] and microwave resonant cavities [99].

The dynamics of negative ions have been investigated in various plasma con-
figurations and conditions. For instance, spatial profiles of negative ions in low-
pressure oxygen discharges have been provided by Stoffels et al. [99]. In that
work, the densities of oxygen negative ions at different gas pressures, input gas
flows, and plasma powers were measured and compared to a kinetic model. In
addition, (axial) negative ions (profiles) in oxygen [121] as well as in CCl2F2,
C2H2 [60] and aniline argon radiofrequency (RF) discharges [8] were provided,
while temporally resolved negative ion and electron densities during the after-
glow of a CF4 RF plasma were determined by Kono et al. [122]. Moreover,
negative ion and electron densities have been probed in a time-resolved fashion
in the afterglow of oxygen and hydrogen containing RF plasmas driven in both a
capacitively coupled (CC) [123] and an inductively coupled (IC) [124] manner.
For instance, LIP in concert with microwave interferometry was used in a pulsed
CC-RF [125] and in the afterglow of an IC-RF [126] plasma by Küllig et al.. In
that work, it was shown that the electronegativity α = n−/ne (with n− and ne be-
ing the negative ion density and the electron density respectively) of the plasma
was a function of the gas pressure and the plasma input power. Also, a significant
momentary release of electrons during the afterglow in a highly electronegative
mode was observed. For all of the aforementioned measurements which were
based on the microwave interferometry technique, the lowest electron density de-
tection limit was in the order of 1014 (m−3), rendering a lower detection limit for
the negative ion densities in the order of 1015 (m−3).

In this chapter, an experimental investigation of the temporal evolution of
the densities of different oxygen anions and electrons in the afterglow of a ca-
pacitively coupled pulsed RF oxygen plasma is presented. For this purpose,
laser-induced photodetachment in concert with microwave cavity resonance spec-
troscopy has been further developed and employed with 50 ns time resolution.
Essential in the currently presented work is that the detection limit for negative
ions has been improved by three orders of magnitude - i.e. to the order of 1012

(m−3) - compared to previously published works. This is achieved by increasing
the stability of the laser beam energy, optimizing the microwave cavity resonant
method, and averaging many LIP events. As a result of the enhanced detection
accuracy, negative ions could be detected on prolonged time scales up to 5.5 ms
in the afterglow. This enabled us to distinguish between two distinct behaviors of
the afterglow phase predicted only numerically in literature [30, 32]; the occur-
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rence of a negative-ion-positive-ion plasma afterglow in the low electronegative
mode, and the sudden release of secondary electrons by the afterglow in the high
electronegative mode which results in self-trapping of negative ions.

The current chapter is organized as follows. First, the experimental meth-
ods, the setup, and the data-acquisition hardware are explained in detail in sec-
tion 6.2.In the following section 6.3, structured time-resolved measurements of
the electron density and the relevant negative ion densities in steady-state plasma
operation as well as in the afterglow plasma phase are presented. Especially the
variation in the gas pressure enabled us to distinguish between a low electroneg-
ative mode and a high electronegative mode. Finally, section 6.4 summarizes and
concludes the presented work.

6.2 Experimental methods

The experiments in this chapter are performed using MCRS and LIP diagnostic
techniques. The principles and theories of these techniques are explained thor-
oughly in chapter 3. The experimental setup used for the experiments of this
chapter is described in detail in chapter 4. The overall experimental conditions
used throughout this chapter are briefly mentioned below.

Regarding the measurements performed using MCRS, the time resolution
with which changes in the electron density can be detected using MCRS is lim-
ited by the fundamental response time τ f und of the used cavity which depends on
the resonance frequency f0 and the quality factor Q of the used resonant mode
(τ f und ∝ Q/ f0). The quality factor of a resonance peak is determined with the:

Q ≡ f0

Γ
. (6.1)

Where Γ is the Full-Width-at-Half-Maximum (FWHM) of the resonance peak.
For the experiments presented in this work, f0 = 1.3665 GHz and Γ ≈ 5.91 MHz
which amounts to Q = 231, and hence, the time resolution was ≈ 50 ns.

While the subsequent experiments have been performed with the gas pressure
as a variable, all other plasma and process parameters were kept constant. The
pulse frequency of the plasma was set to 5 Hz, corresponding to the repetition
rate of the used laser system, with a duty cycle of 50%. The plasma input power
was set to 15 W for all experiments and the oxygen input flow was kept constant
at 4 SCCM.
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Figure 6.1: Temporal behavior of the electron density during the afterglow phase
at a pressure of 3 Pa (blue curve) and 6 Pa (red curve).

6.3 Results and Discussions

In order to get maximum insight into the behavior of anions in the afterglow of the
investigated low-pressure oxygen pulsed RF discharge, the following experiments
have been conducted. In the first set of experiments, presented in section 6.3.1,
the electron density has been measured with a high temporal resolution during
the full afterglow phase and at two different gas pressures, i.e. at 3 Pa and at 6
Pa, chosen such that the difference between the low electronegative mode and the
high electronegative mode is clearly demonstrated experimentally. In the second
set of experiments, presented in section 6.3.2, overall photodetachment signals
(at 532 nm) are measured during steady-state operation and during the afterglow
phase of the same discharge at 6 Pa and at an elevated pressure of 25 Pa. In
the third set of experiments, presented in section 6.3.3, the densities of distinct
anion species during the afterglow phase have been portrayed. In this section,
these measurements are subsequently linked to the presented electron density
measurements in section 6.3.1.
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6.3.1 Electron density measurements

First, the temporal behavior of the electron density during the afterglow phase is
measured using MCRS (in TM010 mode) only. The used microwave mode is most
sensitive in the central regions (see Figure 3.3) in the cylindrical cavity whereas
the plasma sheath is mainly near the circumferential walls of the cavity; there-
fore, the effect of the sheath and sheath variations due to a change of pressure
on the electron density measurements are considered marginal. Figure 6.1 (blue
curve) shows the afterglow decay at a pressure of 3 Pa. In this situation, the de-
cay of the electron density begins at the moment the RF pulse falls (t = to f f ) and
is dominated by plasma diffusion to and recombination at the plasma-containing
walls, i.e. the resonant cavity walls. At these low pressures, the influence of vol-
ume recombination is negligible. Clearly, at a pressure of 3 Pa, the afterglow is
comprised of one single stage during which the electron density decays rapidly.
Negative ions densities decrease relatively slower as will be observed from ex-
periments presented later in this chapter (Figures 6.6 and 6.8).

However, as illustrated in Figure 6.1 (red curve), the afterglow at a slightly
increased pressure of 6 Pa (and higher) behaves significantly differently, featuring
a rampant release of electrons. Initially, right after switching off the plasma,
the electron density shows a minor and brief drop, which is normally due to a
decrease in the electron temperature as the main result termination of ionization
events. Afterward, a rapid release of electrons in the cavity volume causes the
electron density to even exceed its value during steady-state plasma operation
(t < to f f ) for a short period of time. Finally, an exponential decay similar to the
former case - but much slower - is observed.

The appearance of this temporal rise of the electron density in the afterglow
phase is attributed to the detachment of - mainly - negative atomic oxygen ions
O−. As models by Brockhaus et al. [28] and Küllig et al. [125] suggest, the most
important production channel for electrons in this phase is the detachment of elec-
trons from negative ions by collisions with atomic oxygen O, with ground state
molecular oxygen O2(X3Σ−

g ) or with metastable oxygen molecules O2(a1∆g).
Under steady-state plasma operation, there is a balance between the produc-

tion and the loss channels of electrons. Besides the traditional loss channels such
as those at the plasma-confining walls, electron losses are mainly due to the for-
mation of negative ions through dissociative electron attachment, while electron
production mainly occurs - besides ionization events - via associative electron
detachment of negative ions. As will be observed later in this chapter, the den-
sities of the negative ions begin to fall simultaneously with the start of electron
detachment (Figures 6.7 and 6.9).
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Upon switching off the plasma, in the case of the measurements in Figure 6.1
(red curve), this balance is countered towards the side of electron production
since a lower temperature of the electrons leads to suppression of the electron
loss reactions (electron attachment forming negative ions) while maintaining the
production of them through detachment processes. This consequently culminates
in a net electron release at the beginning of the afterglow phase.

Upon switching off the plasma, dependent on the pressure, two distinct situa-
tions can be observed as becomes obvious from Figure 6.1.

At relatively low pressures, i.e. at 3 Pa in the case of the measurement in
Figure 6.1 (blue curve), the electron loss mechanisms (i.e. electron attachment
forming negative ions in combination with traditional diffusive plasma decay) in
the plasma afterglow dominate over the electron production mechanism (i.e. elec-
tron detachment from negative ions). This situation is represented in Figure 6.1
by one distinct phase of electron depletion during the full afterglow phase. This
"mode" is often called the low electronegative mode or the γ-mode.

At slightly higher pressures, i.e. at 6 Pa in the case of the measurement in
Figure 6.1, in the first part of the afterglow phase, the electron production mech-
anism (i.e. electron detachment from negative ions) dominates over the electron
loss mechanisms (i.e. electron attachment forming negative ions in combina-
tion with traditional diffusive plasma decay). This situation is represented in
Figure 6.1 (red curve) - after an initial brief and minor decrease of the electron
density - by a period of electron density increase after which the electron density
depletes eventually. This "mode" is often called the high electronegative mode or
the α-mode.

Under the current plasma and process conditions, the transition from γ-mode
to α-mode was found to occur at a gas pressure of 4 Pa in the direction of
increasing pressure. With this we report the experimental verification of this
transition which was already predicted before by numerical simulations [30, 32].
Investigation of the role of sheath parameters or positive and negative ion Bohm
velocities in the decay of the electron density would require extensive modeling
to retrieve accurate results. Therefore, this effect has been omitted in the analyses
since this chapter was mainly focused on the experimental measurement of the
densities of electrons and negative ions.

6.3.2 Photodetachment signals from steady-state plasma and
its afterglow

In this section, we present ’bare’ MCRS measurements displaying the effect of
LIP on the overall electron density and the response of the plasma to that. Section
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B.1 reports on the results for steady-state plasma operation conditions while sec-
tion B.2 reports on similar results in the plasma afterglow phase. All experiments
have been performed under the same plasma and process conditions as mentioned
in the previous sections with - again - the value of the gas pressure as a variable.

Photodetachment signal during steady state plasma operation

The LIP incident and the subsequent plasma response to that during steady-state
plasma operation are monitored using MCRS. The electron density before, dur-
ing, and after the laser was shot through the cavity is displayed in Figure 6.2 for
two different values (6 Pa and 25 Pa) of the gas pressure.

In these graphs, several distinct stages can be identified. For both pressures,
the first stage represents a steep rise in the electron density corresponding to the
(almost) instantaneous photodetachment of electrons from the negative oxygen
ions. Since the photon energy corresponding to the used laser wavelength of
532 nm exceeds the threshold energy for photodetachment of O−, O−

2 and O−
3

ions, photodetachment of all three ions contribute to the measured value of the
additional electron density ∆ne, which is determined via Equation 3.16.

Following the sudden rise in electron density there is a subsequent decay of
∆ne, eventually reaching the same electron density value as just before the LIP
incident took place. This decay, for the case of the relatively low pressure of
6 Pa, appears to occur through two distinct decay time scales (τ1 and τ2) (see
Figure 6.2-a). The first time scale, τ1, can be attributed to the photodetached
electrons swiftly diffusing out to the adjacent electronegative plasma as a reac-
tion to the sudden local increase in electron density in the volume irradiated by
the laser. In other words, the photodetached electrons redistribute over the cavity
volume. From a macroscopic point of view, the photodetached electrons redis-
tribute to regions where they are probed to a lesser extent by MCRS since the
electric fields of the resonant TM010 mode are lower in the outer regions of the
cavity. Hence, this leads to a net decrease in the detected signal. The second
time scale, τ2, can be attributed to the (re)formation of negative ions in the laser-
irradiated volume. Steady-state plasma conditions demand a certain level of neg-
ative ion density which has been disturbed by the LIP incident. Recovering this
balance by (re)attachment consumes electrons. After both time scales (τ1 and τ2)
the plasma has been restored to its original steady state. The different threshold
energies for photodetachment of O−, O−

2 and O−
3 ions lead to different tempera-

tures of photodetached electrons gained from the same photon energy. However,
this temperature difference could not cause the observed two distinct decay times
of τ1 and τ2 since the photodetachment signal obtained with 1064 nm of laser
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Figure 6.2: Photodetachment signals: responses of the steady-state plasma op-
erating at (a) 6 Pa and (b) 25 Pa to a LIP incident. Each signal is comprised of
several distinct stages.
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wavelength (i.e. exceeding the threshold energy of only O−
2 ) contains the same

two distinct decay times.
For the case of a higher gas pressure, i.e. 25 Pa (see Figure 6.2-b), especially

the second time scale, τ2, becomes shorter and - at most - comparable to τ1. The
decrease of τ2 can be explained by the increased reaction rate katt for electron
attachment scaling linearly with the background gas density nneutral (and thus - at
a constant temperature - also with the background gas pressure):

katt = σattnenneutral. (6.2)

Here, σatt is the electron attachment cross-section. Hence, at elevated pres-
sures, the plasma restores quicker to its initial steady state as can be concluded
when comparing Figures 6.2-a and 6.2-b. The density of neutral O2 is reported to
be 1020 (m−3) and 6×1020 (m−3) in 6 Pa and 25 Pa gas pressure respectively [99].
Assuming that dissociative attachment reactions to O2 are dominant, this would
lead to 6 times higher electron attachment rate in 25 Pa plasma operation (com-
pared to the situation in 6 Pa), therefore resulting in the decrease of the second
time scale τ2.

Additionally, for the case of 25 Pa, a slight undershoot of the electron density
is observed before it finally reaches its initial steady state value before the LIP
event. This undershoot can most likely be ascribed to a local disturbance of the
plasma’s quasi-neutrality due to the initiation of a potential barrier in the laser
irradiated volume [127, 128].

The photodetachment signals obtained using a laser wavelength of 1064 nm,
i.e. only O−

2 contributes to the additional electron density ∆ne, verifiably agrees
with measurements illustrated at Figure 6.2. The decay of the photodetached
electrons also occurs through two distinct decay time scales for the case of a
relatively lower pressure of 6 Pa, as well as the shorter decay time of the pho-
todetached electrons associated with the case of a higher gas pressure of 25 Pa.

Photodetachment signal during the plasma afterglow

Whereas the measurements presented in the previous section were performed un-
der steady-state plasma conditions, the upcoming measurements in this subsec-
tion are conducted during the afterglow phase of the same plasma. As illustrated
in Figure 6.3, in this case, the laser pulse was triggered to irradiate the after-
glow at specific moments in time. This is to enable the detection of negative
ions throughout the decaying afterglow phase. In Figure 6.3, these LIP events are
conveyed as electron density peaks. For reference, t = to f f indicates the moment

102



6.3. RESULTS AND DISCUSSIONS

0 0.5 1 1.5 2 2.5 3
Time after switching off plasma (ms)

0

0.5

1

1.5

2

2.5

3

El
ec

tro
n 

D
en

si
ty

 (1
014

 m
-3

)

𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜 =

Figure 6.3: Photodetachment signals during the afterglow phase with each peak
representing one averaged set of LIP incidents at a specific time delay after the
plasma was switched off.

in time at which the RF power was switched off, marking the beginning of the
afterglow phase.

The gradual decrease of the photodetached electron density as a function of
time through the afterglow phase was already apparent, implying the afterglow
behavior of the negative ions. However, remarkably, photodetached electrons
(≈1-5×1013 m−3) are detected even though the electron density (for reference
plotted in the same graph) has already depleted for a considerable amount of
time. This indicates much longer decay constants associated with negative ions
than those associated with electrons.

6.3.3 Negative ion density measurements during the plasma
afterglow

In the previous sections, we measured the electron density using MCRS and the
change thereof upon LIP events. This section presents a structured set of mea-
surements in which the absolute values of negative ions are probed during the
afterglow of the oxygen plasma under investigation. Application of two wave-
lengths for laser irradiation - i.e. 532 nm and 1064 nm - enabled to distinguish
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Figure 6.4: The fraction between the photodetached electron density (∆ne) at each
applied laser pulse energy and the photodetached electron density in the satura-
tion regime (∆nsat

e ) when the laser operates at 532 nm, including the measured
(red circles) and calculated values (blue curve) used for fitting. The error in the
measurements is less than 1.5%, smaller than the red circles in the figure. Pho-
todetachment cross sections for O− are used for this calculation.

the individual contribution of O−
2 to the total negative ion density. It should be

recalled (see section 3.3) that O− is expected to be the dominant ion while the
contribution of O−

3 to the total negative ion density is less than 1%.
In the presented measurements, the first 532 nm laser light is applied in order

to convert all the negative ions residing in the laser beam volume. Initially, it
has been examined whether the saturation regime - that means conversion of all
negative ions in laser beam volume - is achieved. For this purpose, α - i.e. the
fraction between the photodetached electron density (∆ne) at each laser pulse
energy and the photodeached electron density in the saturation regime (∆nsat

e )
- is determined using equation 3.17. Figure 6.4 illustrates the calculated and
measured values of α as a function of laser pulse energy, with the laser operating
at 532 nm wavelength. As can be seen from Figure 6.4, near-saturation can be
reached when the laser pulse is set to Elaser = 291 mJ, meaning that in this case
nearly all (α = 0.99) of the negative ions within the laser beam are converted into
pairs of neutrals and free electrons. The determined values, as observed in Figure
6.4, follow an exponential trend towards saturation regardless of the fact that only
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Figure 6.5: The fraction between the photodetached electron density (∆ne) at each
applied laser pulse energy and the photodetached electron density in the satura-
tion regime (∆nsat

e ) when the laser operates at 1064 nm, including the measured
(red circles) and calculated values (blue curve). Photodetachment cross sections
for O−

2 are used for this calculation.

the O− cross section is used for calculation (blue line), indicating the fact that the
majority of the negative ions consists of O− ions. Therefore, in this case, to derive
absolute values of negative ions density one primarily has to correct for the ratio
between cavity volume and the laser beam volume, weighted with the electric
field of the used microwave mode (see equation 3.16).

The individual contribution of O−
2 ions to the total negative ion density is de-

termined when the 1064 nm laser light is applied. In this case, the maximum
laser pulse energy that the laser yields is 490 mJ, which is not capable of satu-
rating the photodetachment signal. This incapability is due to the significantly
smaller photodetachment cross section of O−

2 at 1064 nm. According to equa-
tion 3.17 - filling in the photodetachment cross section and the electron binding
energy of O−

2 - the fraction α for the maximum laser pulse energy is α = 0.72.
Figure 6.5 demonstrates measured values of α as a function of laser pulse energy
when the laser operates at 1064 nm. In conclusion, applying 490 mJ laser pulse
energy at 1064 nm enabled photodetach 72% of the total O−

2 in the laser beam
volume. Therefore, the measured photodetachment signal is corrected with α

besides the correction for the laser beam volume.
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The error associated with the measurements of the negative ions’ densities
stems from both the instability of the laser pulse energy through successive irra-
diation of the plasma and the error in the determination of the electron density
using MCRS. In order to enhance the accuracy of the negative ion density mea-
surements, first the laser pulse energy is stabilized during the time required for
each set of LIP measurements. The laser pulse energies used for each LIP trial
are accurate within a standard deviation of σSD < 1.5%. A technique of averaging
through successive MCRS measurements and strict control of plasma parameters
(e.g. gas pressure) is used for obtaining accurate electron density values. The
lower detection limit for the electron density, with this technique, is 1010 m−3.
This detection limit in the electron density measurement translates to a limit of
1012 m−3 in negative ion density detection.

O− plus O−
3 negative ion density

Absolute values of the total negative ion density excluding O−
2 - i.e. O− plus

O−
3 - are measured temporally resolved during the afterglow phase of the oxygen

plasma. To compare the afterglow behaviors of the two previously elaborated
modes of plasma operation, electron, and negative ion densities are illustrated in
Figure 6.6 (γ-mode) and Figure 6.7 (α-mode). A one-term exponential decay fit
(shown in the figures with a red line) assists in calculating the time (τ) required
for the negative ion density to reach 1

e of its initial value - i.e. the decay time -
besides illustrating its decay behavior.

Figure 6.6 conveys obtained negative ions (O− plus O−
3 ) and electron densi-

ties during the afterglow phase at a pressure of 3 Pa, hence operation in γ-mode.
In this case, the electron density decays to zero within approximately 75 µs, as
already discussed in section 6.3.1. Negative ion densities are measured with ini-
tially 10 µs time steps which are gradually prolonged up to 500 µs. This provided
sufficient time resolution since during the first 200 µs of the afterglow phase the
negative ion density decreased rapidly, followed by a decrease at a slower rate.
The enhanced detection accuracy has enabled negative ion density measurements
during extended times scales in the afterglow. At the moment of the first LIP in-
cident, the negative ion (O− plus O−

3 ) density is measured to be n− = 6.05×1015

m−3. Eventually it falls three orders of magnitude to n− = 2.36×1012 m−3 after
5.5 ms. According to the exponential fit, the negative ion density decay time is
calculated to be τ ≈ 504 µs, a value remarkably longer than the electron density
decay time.

The same set of measurements is performed at a pressure of 6 Pa (Figure 6.7),
i.e. operation in α-mode. In this case, the electron density during the afterglow
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Figure 6.6: Time-resolved electron density (blue curve) together with the com-
bined O− plus O−

3 negative ions density (circles) during the afterglow phase op-
erating at a pressure of 3 Pa (γ-mode). The negative ion density decay is fitted
with a one-term exponential fit (red curve).
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Figure 6.7: Time-resolved electron density (blue curve) together with the com-
bined O− plus O−

3 negative ions density (circles) during the afterglow phase op-
erating at a pressure of 6 Pa (α-mode). The negative ion density decay is fitted
with a one-term exponential fit (red curve).
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behaves differently, featuring a rampant release of electrons (as already discussed
and explained in section 6.3.1). The overall decay time associated with electrons
in this mode (about 1.65 ms) is much longer due to the net release of electrons at
the beginning of the afterglow phase. The decay behavior of the (O− plus O−

3 )
negative ions density, nevertheless, is almost identical to the γ-mode situation
except for a slightly shorter decay time of τ ≈ 480 µs compared to the previous
case.

An oxygen plasma (due to its electronegativity) is stratified into a core, where
almost all negative ions are trapped, surrounded by an electropositive region con-
sisting of positive ions and electrons [129–131] during the plasma-on phase. Dur-
ing the afterglow phase, however, two distinct scenarios based on the operation
mode of the plasma may occur:

• In the γ-mode, when the electron density decays almost instantly after the
RF power is cut, negative ions reside for a much longer period of time
in the former discharge region. Initially, the electrons at the edge of the
plasma rapidly diffuse toward the plasma-containing walls due to their
higher mobility. With the electron density having decayed entirely after
the first 75 µs of the afterglow phase, the plasma is depleted of electrons.
The paucity of free electrons and residence of negative ions in the later
afterglow means a transition to a negative-ion-positive-ion plasma has oc-
curred. Moreover, the sheath voltage as well as the ambipolar electrostatic
fields, trapping negative ions in the core of the cavity, collapse due to loss
of electrons [132]. This behavior is predicted only numerically in models
laid out by Kaganovich et al. [30, 32]. In such a case of negative-ion-
positive-ion plasma, according to the models, the negative-ion flux to the
plasma-containing walls increases phenomenally, consequently raising the
possibility of negative ion extraction in the afterglow.

• In the latter case of the α-mode, however, electrons reside in the afterglow
phase for an extended period of time as well. As a result, the occurrence of
a negative-ion-positive-ion plasma is prevented by the release of secondary
electrons. Besides, the temporal rise of the electron density causes the
electrostatic fields to build up in the core as well as in the electropositive
edge of the plasma; as a result, negative ions stay trapped due to the ex-
tended presence of electrons. This is a phenomenon leading to obstruction
of negative ion fluxes towards the plasma-containing walls. This behavior
is known as negative-ion self-trapping in the afterglow [30].
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O−
2 negative ion density

Absolute values of the O−
2 negative ion density are measured subsequently. O−

2
densities are measured to be one order of magnitude smaller (1014 m−3) than
the total negative ions density of O− plus O−

3 , underlying the fact that O−
2 ions

constitute about 10 % of the total negative ions in the plasma as was earlier ex-
plained. The O−

2 density is measured for both the γ-mode at 3 Pa (Figure 6.8)
and the α-mode at 6 Pa (Figure 6.9) accordingly. Noteworthy is the fact that due
to both the much smaller photodetachment cross section of O−

2 at 1064 nm and
the relatively lower concentrations, the O−

2 density falls under the detection limit
(1012 m−3) at shorter time scales than the densities in the previous section do. As
a result, the O−

2 density could be tracked for only 3 ms into the afterglow phase.
First, the O−

2 density is measured time-resolved with 100 µs time steps in the
γ-mode of the afterglow phase (see Figure 6.8). Just as in the previous case with
O− and O−

3 , the decay time associated with the negative ions is longer than that
associated with the electrons, and the observed electron density decay behavior
is similar to previous cases. The decay time of the O−

2 density is calculated τ

= 756 µs according to the exponential fit in the same Figure 6.8. Moreover, the
longer decay time associated with O−

2 (Figure 6.8) when compared to that of O−

plus O−
3 (Figure 6.6) illustratively indicates that O− constitutes the majority of

the negative ions in the plasma.
Subsequently, the same set of measurements is repeated at an elevated pres-

sure of 6 Pa - i.e. in the α-mode (see Figure 6.9). Here, the O−
2 negative ion den-

sity decay occurs on a time scale comparable to the decay time scale for electron
density. The decay time for the O−

2 density τ = 376 µs is calculated according to
the exponential fit in the same Figure 6.9.
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Figure 6.8: Time-resolved electron density (blue curve) together with O−
2 nega-

tive ion density (circles) during the afterglow phase operating at a pressure of 3
Pa (γ-mode). The negative ion density decay is fitted with a one-term exponential
fit (red curve).
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Figure 6.9: Time-resolved electron density (blue curve) together with O−
2 nega-

tive ion density (circles) during the afterglow phase operating at a pressure of 6
Pa (α-mode). The negative ion density decay is fitted with a one-term exponen-
tial fit (red curve).
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6.4 Conclusions
The Afterglow phase of a capacitively coupled pulsed RF oxygen plasma is in-
vestigated using MCRS and LIP. While electrons decay on significantly different
time scales depending on the gas pressure, the decay time scales associated with
oxygen anions are similar.

At a pressure of 3 Pa, namely γ-mode operation, electrons decay rapidly upon
the moment the RF pulse falls. In this case, the decay is dominated by plasma
diffusion to and recombination at the plasma-containing walls. At a slightly ele-
vated pressure of 6 Pa (and higher), the electron density decay features a rampant
release of electrons caused by the detachment of electrons from mainly O−.

The photodetachment signal - i.e. the total amount of electrons photodetached
from their parent negative ions - is shown to be comprised of different stages
depending on the gas pressure.

The decay of the oxygen negative ions densities in two cases of, first, O−

plus O−
3 and, subsequently, O−

2 behave similarly during the afterglow phase in
both γ-mode and α-mode. Negative ions decay, however, on time scales signifi-
cantly longer than those associated with electrons when operating in γ-mode. A
transition to negative-ion-positive-ion plasma occurs in the case of total decay of
electrons. In α-mode operation, the overall decay of the electrons is extended.
This leads to obstruction of negative ion fluxes towards the plasma-containing
walls, characterized as negative-ion self-trapping in the afterglow.
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Chapter 7

Laser-induced photodetachment to
probe argon-acetylene plasma
afterglow

Abstract

The temporal afterglow of a radio-frequency driven low-pressure argon-acetylene
plasma is experimentally explored using laser-induced photodetachment com-
bined with microwave cavity resonance spectroscopy. The densities of electrons
and negatively charged species, i.e., anions and dust particles, are measured
temporally resolved until 1.9 s in the temporal plasma afterglow. Two differ-
ent plasma-on times are adjusted to investigate the dynamics of anions and dust
particles in the afterglow phase. The measurements show that while electrons
decay rapidly within the first few milliseconds of the afterglow phase, the neg-
atively charged species reside much longer in the plasma after the plasma is
switched off. The electron density decay is measured to be faster for a longer
plasma-on time. This effect is attributed to an enhanced recombination rate due
to a higher dust particle density and/or size. The density of negatively charged
species decays within two different timescales. The first 20 milliseconds of the
afterglow is marked with a rapid decay in the negatively charged species den-
sity, in contrast with their slow density decay in the second time scale. More-
over, a residual of the negatively charged species densities is detected as long as
1.9 s after extinguishing the plasma.

This chapter is submitted for publication as:

Hasani, M., T. Donders, and J. Beckers. "Temporal afterglow of argon-acetylene plasma: mea-
suring electron and negatively charged species densities." Journal of Physics D: Applied Physics
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7.1 Introduction
Dusty or complex plasmas (i.e. low-pressure plasmas containing nano- to micrometer-
sized particulates) have become of considerable importance due to their preva-
lence in various research areas and applications. From a fundamental viewpoint,
dusty plasmas are abundantly present in outer space, e.g. in comet tails [133] and
in the rings of Saturn [134]. In laboratories on earth, complex plasmas are used
as model systems for studying generic phenomena of condensed matter physics
and, in that regard, exhibit phenomena such as crystallization [67], melting [135]
and turbulence [136].

On the practical side, applications range from the synthesis of polymers [33],
nanostructures [34], and functionalized nanoparticles [137] to contamination con-
trol in photolithography [69, 138] and plasma diagnostics [79].

Dust particles are often externally injected into plasma environments, but can
also be spontaneously formed when plasmas are ignited in reactive gases such as
silane [139], hexamethyldisiloxane [140], methane, and acetylene [141]. In gen-
eral, the spontaneous formation of dust particles inside an (often radiofrequency
(RF) driven) low-pressure plasma can be described by several stages and begins
with the polymerization stage [35]. Upon ignition of the plasma in a reactive gas
mixture - such as in Ar/C2H2 as is the case in this work - negative ions (anions)
are formed by the reaction of an electron with a monomer acetylene molecule in
a process called dissociative electron attachment [36]:

C2H2 + e− → C2H−+H. (7.1)

The primary C2H− anions, electrostatically trapped in the central region of
the plasma by virtue of the positive potential of the plasma bulk, can trigger a
consecutive chain of polymerization reactions when reacting with other monomer
molecules to form larger molecules [37]:

C2nH−+C2H2 → C2n+2H−+H2. (7.2)

Here, the initial polymerization of C2H− corresponds to n = 1. Subsequently,
the particle nucleation stage leads to the formation of small clusters with a size
of several nanometers. This process is often dominated by reactions between
electrically trapped anions in the plasma and neutral molecules or radicals that
contribute to cluster growth [11]. In the next step of particle formation, namely
coagulation, the growth of larger dust particles results in gaining an increasing
and permanent negative charge. Finally, the particle growth culminates in the
accretion step whereby the dust particles grow linearly over time [142]; before
the particles fall outside the plasma due to domination of ion drag force.
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Experimental diagnostic and numerical modelling studies have been con-
ducted to measure the densities of electrons, ions, neutrals, and dust particles, as
well as determine the evolution of the charge of dust particles during steady-state
and afterglow plasma conditions. Jiménez-Redondo et al. [143] studied the first
stages of polymerization in Ar/C2H2 RF plasmas by mass spectroscopy measure-
ments and with a volume-averaged model. In their measurements, the negative
ions distributions showed a clear dominance of ethynyl (C2H−) and vinylidene
(H2CC−) anions while anions with higher molecular weights were found to be
present with relatively lower densities. Recently, increasing attention has been
devoted to a special case of dusty plasma [144]: a dusty afterglow plasma. In gen-
eral, afterglow plasmas can be divided into temporal plasma afterglow plasmas
(i.e. plasmas extinguishing over time) [145], spatial afterglow plasmas [146] (i.e.
plasma residues spatially away from the active (powered) plasma region) or com-
bination of the two [147]. The focus of the current work is on the temporal after-
glow of a particle forming plasma. In such type of plasma afterglow, the charge of
small nanoparticles was already found to vary slowly in the late afterglow, com-
pared to a rapid decrease of particle charge in the initial stages of afterglow, and
eventually to become "frozen" due to very small positive ion and electron densi-
ties and currents in the late afterglow [148, 149]. These results are in agreement
with the findings of Couëdel et al. [150], detecting similar particle charge resid-
uals in the late plasma afterglow. The temporal evolution of the electron density
in Ar/C2H2 RF plasmas has been experimentally explored by microwave interfer-
ometry [151] and microwave cavity resonance spectroscopy [41]. Specifically, an
initial release of secondary electrons in the very beginning of the afterglow phase
was observed [151, 152] and attributed to the detachment of electrons from the
dust particles due to the collision of dust particles with ions [152] or metastables
and/or to electron generation by metastable-metastable collisions [153].

The afterglow phase becomes of intrinsic importance when a (dusty) plasma
is being pulsed and has a dominant impact on the dynamics of the particles once
the plasma is extinguishing. From an application point of view, nanoparticle col-
lection [154, 155] and nanoparticle contamination control [156] applications can
directly benefit from experimental data aiming at grasping this particular phase.
Although temporal afterglows of dusty plasmas have been extensively studied us-
ing numerical methods [157–159], experimental data showing the temporal evo-
lution of negatively charged species (i.e. anions and dust particles) are scarce. So
far, available experiments have been mainly dedicated to studying de-charging
and residual charge measurements of injected microparticles [12, 160, 161] and
very few on in-situ chemically formed nanoparticles.

In this work, the temporal evolution of the densities of electrons and neg-
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atively charged species in the afterglow of a dust-forming capacitively coupled
pulsed RF argon-acetylene plasma is experimentally investigated. For this pur-
pose, the previously developed [162] method of laser-induced photodetachment
combined with microwave cavity resonance spectroscopy is applied. Investigated
specifically are the plasma afterglow decays of primary anions and small clusters
that are formed during different plasma-on times prior to the plasma afterglow
phase, i.e., 14 ms and 100 ms.

The current chapter is structured as follows. In section 7.2, the experimen-
tal methods are briefly explained. Section 7.3 presents structured time-resolved
measurements of the electron and the negatively charged species densities dur-
ing the afterglow phase of argon-acetylene plasma. Specifically, the effect of the
plasma-on time on the electron and negatively charged species decays are dis-
cussed. Finally, section 7.4 outlines the conclusions and summarizes the study.

7.2 Methods
The experimental setup used for particle growth within the plasma and the meth-
ods applied for studying the densities of electrons and negatively charged species
have been previously implemented and discussed in chapter 6. Here, a description
is provided that only briefly explains the experimental methods (i.e. laser-induced
photodetachment and microwave cavity resonance spectroscopy) and indicates
the experimental parameters used throughout the this chapter.

7.2.1 Microwave cavity resonance spectroscopy and laser-induced
photodetachment

Microwave cavity resonance spectroscopy (MCRS) is the method that enables
the detection of free electrons within a cylindrical cavity with metallic walls. Ini-
tially, microwave resonant modes are excited within this cavity, with each mode
having its own electric field distribution and resonance frequency. For the used
cavity geometries, this resonance frequency is typically in the GHz frequency
range. Upon the emergence of free electrons originating from the plasma, the
permittivity ε of the medium inside the cavity changes. Consequently, the reso-
nance frequency of the excited resonant mode is subject to a shift. The temporal
evolution of the electron density inside the cavity volume is determined by track-
ing the resonance frequency ( f (t)) of the excited mode and subtracting it from
the resonance frequency ( f0) of the empty cavity (i.e. without plasma). Any pres-
ence and transient change in the electron density in the plasma, ne(t), is measured
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time-resolved by

ne(t) =
8π2meε0 f 2(t)

e2
f (t)− f0

f0
, (7.3)

where me and e are the electron mass and electron charge, respectively, and ε0
is the permittivity of free space. Noteworthy is the fact that the obtained electron
densities are electric field (of the applied resonant mode) weighted and (cavity)
volume averaged. The spatial distribution of the microwave electric field of the
used resonant mode, TM010, indicates the regions in which the resonant mode
is most sensitive to the presence of free electrons. A 3D simulation of TM010
microwave mode is provided previously 3 and is illustrated in figure 3.3, show-
ing that the central region of the cylindrical cavity is maximally sensitive and
decreases radially. As for the cavity used in this research, the internal diameter
and height were 170 mm and 67 mm, respectively. The fundamental resonance
frequency was f0 = 1.3678 GHz, and the quality factor was Q = 397. Therefore
the time resolution of the MCRS system limited by the cavity’s response time
was τ = 2Q

2π f0
= 92 ns.

While MCRS is an approach for electron density measurement, laser-induced
photodetachment (LIP), combined with MCRS, is an indirect method of detect-
ing negatively charged species. Upon the incidence of laser photons, the electrons
may be detached from the negatively charged species (i.e. anions or dust parti-
cles) that are subsequently converted to electron-neutral pairs. The necessary
condition for photodetachment occurrence is that the photon energy (hν) exceeds
the electron affinity of the negatively charged species. Generally, in the first few
milliseconds of the particle formation process, anions first begin to emerge due
to the dissociative attachment of electrons to monomer molecules [36, 60]. A
list of five species of anions with the most abundance [39], together with their
photodetachment threshold energies, is presented in Table 7.1.

The fourth harmonic of an Nd:YAG laser was chosen to detect the anions and
particle charge density for all the photodetachment experiments presented here.
The laser light wavelength, therefore, was 266 nm equivalent to a photon energy
of 4.66 eV. Consequently, the laser was capable of inducing photodetachment
events from all of the anion species mentioned in Table 7.1. Upon the photode-
tachment incident, a sudden local surge of electron density is detected, using
MCRS, as an additional temporal shift in resonance frequency. As illustrated in
figure 7.1, the photodetachment incident appears as a momentary electron release
resolved via equation 7.3.

Ideally, the laser pulse is capable of converting all of the negatively charged
species into electron-neutral pairs. In that case, the diagnostic is operated in its
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Figure 7.1: Typical measurement of electron release upon photodetachment inci-
dent (t = 0): an additional electron density (∆ne) is detected with MCRS. Here the
plasma operates at steady-state conditions of 10 Pa pressure of argon-acetylene
gas and 10 W deposited power.

Table 7.1: Electron affinities of negatively charged species [163, 164].

Negative ion Electron affinity (eV)

H2CC− + hν → C2H2 + e− 0.490

C2H− + hν → C2H· + e− 2.956

C4H− + hν → C4H· + e− 3.558

C6H− + hν → C6H· + e− 3.809

C8H− + hν → C8H· + e− 3.966
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saturation regime. Photodetachment in the saturation regime often demands a
high laser pulse energy. In our case, however, the laser pulse only partially con-
verted the negatively charged species along its path. The photodetached electron
density, in this case, scales exponentially with the laser pulse energy and pho-
todetachment cross-section of the negatively charged species. The fraction (α)
between the photodetached electron density using a specific laser pulse energy
(∆ne) and the photodetached electron density in the saturation regime (∆nsat

e ) is
given [165] by:

α =
∆ne

∆nsat
e

= 1− exp
(
−σdet

hν

Elaser

S

)
, (7.4)

where σdet , hν , Elaser, and S indicate the photodetachment cross section of
a specific species, the energy of the photons used for irradiation, the laser pulse
energy, and the laser beam’s cross-sectional surface area, respectively. In the fol-
lowing experiments, multiple negatively charged species contributed to the over-
all photodetachment trials. Hence, before performing photodetachment experi-
ments to determine densities of negatively charged species, a preliminary set of
experiments is necessary to establish the total cross-section (σdet) and, next, the
photodetachment fraction (α).

7.2.2 Experimental setup
The experimental setup is described in detail in chapter 4 where a schematic
representation is also included (see figure 4.4).

For the experiments performed in this chapter, steady flows of 9.1 SCCM and
1.9 SCCM of argon and acetylene gases, respectively, were fed to the vacuum
chamber, and the gas pressure was set to 10 Pa by controlling the butterfly valve.
The RF generator delivered a pulsed 13.56 MHz RF signal of 10 W during the
plasma-on phase. The plasma pulse frequency was set by the delay generator to
5 Hz for 14 ms and 0.5 Hz for 100 ms plasma-on durations, resulting in 7%, and
5% duty cycles, respectively.

The detection limit of the current diagnostic method for measuring the den-
sity of negatively charged species was 1012 (m−3). This was determined by the
stability of the laser beam energy and the reproducibility of plasma pulses. The
measurement error stems mainly from a slight instability in the laser beam en-
ergy; therefore, the laser beam energy per pulse was measured throughout the
experimental campaign. This instability caused a maximum error of 4% in nega-
tively charged species density measurements. Moreover, the error in the electron
density measurements was typically 0.1% [162].

119



CHAPTER 7. LASER-INDUCED PHOTODETACHMENT TO PROBE ARGON-ACETYLENE
PLASMA AFTERGLOW

7.3 Results and Discussions

The decays of the densities of electrons and negatively charged species (i.e. an-
ions and/or dust particles) during the plasma afterglow were studied by conduct-
ing the following experiments. Generally, two sets of experiments were con-
ducted, with each set having had a specific plasma-on time prior to the start of the
afterglow phase. The differentiation in plasma-on time was introduced in order to
investigate the impact on the afterglow dynamics of anions and/or dust particles.
In section 7.3.1, the decay of the electron density during the afterglow when the
plasma was switched on for two different plasma-on times is discussed. Subse-
quently, in section 7.3.2, negatively charged species densities measurements and
their decays - also for different plasma-on times - are discussed.

7.3.1 Electron density

The electron density during the afterglow phase was measured time-resolved us-
ing MCRS in the TM010 mode, probing electrons especially in the central region
of the cavity. Figure 7.2 demonstrates the afterglow behaviour of the electron
density when the plasma-on time is subject to change. For a prior plasma-on time
of 14 ms, the electron density decayed exponentially with a decay time of τloss=
447 µs during the afterglow phase. The decay time for the 100 ms plasma-on
time case was τ

′
loss= 352 µs, i.e. a 20% shorter decay time compared to the 14 ms

plasma-on time case. The decay times mentioned above were obtained by fitting
an exponential decay function to the experimentally obtained electron density
evolution.

The trend of a faster electron density decay observed for a longer plasma-on
time prior to the afterglow phase can be explained by the growth of (more and/or
larger) dust particles due to the extended particle formation period. As the particle
formation period extends, the initially formed anions may form primary clusters.
This effect can - likewise - also be observed from the lower initial electron density
just before the afterglow phase for longer plasma-on times (see figure 7.2); during
longer plasma-on times, more electrons are lost by electron attachment [166], to
form anions and/or to (growing) dust particles.

Although the lower initial electron density just before the afterglow phase can
be explained by an increase in density (and/or size in the case of dust particles) of
both anions and dust particles, the fact that for longer plasma-on times the elec-
tron density decays faster points to the appearance and/or growth of dust particles
in the 100 ms plasma-on time case compared to the situation for the experiments
with 14 ms plasma-on time. If the appearance or growth of dust particles had
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not played a role, longer electron density decay times in the afterglow for longer
plasma-on times prior to that afterglow phase would have been expected as, dur-
ing the afterglow, detachment of electrons from anions would have delayed the
overall electron density decay. This hypothetical case is opposite to what is ob-
served.

Overall, from the above, two intermediate conclusions can be drawn. I) It
can be concluded that there are dust particles present in - at least - the afterglows
with a prior plasma-on time of 100 ms. Although this could be the case for the
14 ms plasma-on time case as well, it cannot be directly concluded from the
available data. II) It can be concluded that the decay of the electron density in the
experiments with 100 ms plasma-on time is dominated by electron loss coupled
to the presence of dust particles.

In general, the electron density decay in the afterglow of a dusty plasma is
governed by diffusion of plasma species towards plasma-containing walls and
recombination onto the dust particles’ surfaces [148, 167]:

τ
−1
loss = τ

−1
di f f + τ

−1
recomb. (7.5)

Here τloss, τdi f f , and τrecomb are decay time scales for the electron density
loss, electron diffusion, and recombination losses of electrons due to absorption
by dust particles. According to Couëdel et al. [148], the latter is inversely pro-
portional to the dust density (τ−1

recomb ∝ nd) when the dust density is low. For
the case of high dust density, τrecomb still decreases with dust density. However,
the decrease is no longer linear, and the effect of dust particles on the electron
loss becomes relatively attenuated. Therefore, an increase in dust particle den-
sity enhances surface recombination losses of electrons. As a longer plasma-on
time leads to an increased density of dust particles, the electron density can be ex-
pected to decay faster due to enhanced recombination rates. Moreover, also larger
dust particles formed in extended plasma-on times can contribute to a faster decay
rate as τ

−1
loss ∝ r2

d [148].
In order to further support the conclusions drawn above, a third set of mea-

surements is included in Appendix 7.A. This data set shows the electron density
decay in the afterglow phase for a plasma-on time of 1 s. These measurements - in
which even larger dust particles were (visibly) present - demonstrate an even fur-
ther shortened electron density decay time of 147 µs, as is in line with the trend
found from the 14 ms and 100 ms plasma-on time cases in this section. Those data
are shown in the Appendix 7.A and not in the main document, as a one-on-one
comparison between them and the data presented in this section is questionable as
using the 5 Hz laser repetition rate meant that also laser pulses irradiated through
the cavity volume during the plasma-on time. Nevertheless, the electron density
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Figure 7.2: Time-resolved electron densities during the afterglows of 14 ms and
100 ms growth periods.

evolution during the plasma-on time appears reasonably consistent between the
three measurements indicating the limited effect of laser irradiation during the
plasma-on phase.

7.3.2 Negatively charged species density
To detect and measure the density of negatively charged species, photodetach-
ment using laser light with a photon energy of 4.66 eV (266 nm wavelength) was
applied to the plasma. Here, we define the negatively charged species density
as a value connected to the density of the total release of electrons upon a pho-
todetachment experiment. In other words: The total negatively charged species
density consists of a contribution from anions and a contribution from electrons
released from dust particles. In the latter case, by removing x electrons from
each negatively charged dust particle while having a density of nd , the total con-
tribution from negatively charged dust particles equals xnd . Upon irradiation of
the (former) plasma volume with the laser pulse, the negatively charged species,
which had a lower electron affinity than the laser photon energy, yielded an elec-
tron release that could be detected using the MCRS technique. Subsequently,
equation 7.4 was used to translate the measured additional electron density (∆ne),
caused by the photodetachment events, to an absolute value of the negatively
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charged species density (n−). Initially, it was examined whether the conversion
of all the negatively charged species within the laser beam volume (i.e. saturation
regime) was achieved. Figure 7.3 shows the measured values of the photode-
tached electron density as a function of laser pulse energy. Here, the photode-
tachment experiments were performed at the end of both plasma-on times of 14
ms and 100 ms, yielding similar results. According to figure 7.3, the saturation
regime could not be fully reached with the laser operating at its maximum en-
ergy (Elaser = 90 mJ) since the photodetached electron density did not reach a
saturated value for that energy yet. Therefore, it was determined what fraction α

of the negatively charged species were photodetached by fitting equation 7.4 to
the measured values presented in figure 7.3, which led to the indirect calculation
of the negatively charged species density (n− = ∆ne

α
) from ∆ne. Just like in ba-

sically all preceding laser-induced photodetachment experiments [60, 131, 168,
169], the value of α was obtained for each prior plasma-on time case once at the
beginning of the afterglow phase and was then assumed fixed for the rest of the
afterglow. Although this approach appears reasonable during most of the after-
glow phase – as the majority of the negative ions is C2H− - the value of α might
be subject to change towards the end of the afterglow phase when most C2H−

ions might have decayed and the relative contribution of C2H− photodetachment
to the overall photodetachment signal could become less dominant. Especially
in the very late afterglow phase, future experiments would benefit from a satura-
tion curve measurement (as in figure 7.3) for each individual measurement point.
Although improving the measurement accuracy via the value of α , such an under-
taking would increase the overall measurement time – already being significantly
long - by an order of magnitude. The photodetachment cross-section value, also
obtained by the fits for both data sets of 14 ms and 100 ms plasma-on times, was
σdet = (6.0±0.1)×10−22 m−2, accounting for all the negatively charged species
within the laser volume. This value of the photodetachment cross-section is ap-
proximately equal to the cross-section value for C2H− anion [170, 171]. This
implies that a majority of the negatively charged species within the plasma are
ethynyl (C2H−) anions for both prior plasma-on times, as the other negative ions
have different cross-sections. In principle, the same study for the determination of
the photodetachment cross-section (σdet) and photodetachment fraction (α) can
be performed for longer plasma-on times with larger anions and dust particles.

Referring back to the previous section, it can be concluded that on the one
hand, the majority of the species responsible for ∆ne due to photodetachment is
C2H−, while the decay of the electron density is governed (at least for the 100
ms plasma-on time case) by dust particles.

Subsequently, the total absolute values of the densities of all negatively charged
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Figure 7.3: The measured values of photo-detached electron density (∆ne) as a
function of laser pulse energy at the end of 14 ms plasma-on time (blue circles)
and 100 ms plasma-on time (black triangles). Equation 7.4 is fitted with the
measured values of 14 ms (red curve) and 100 ms (green curve) plasma-on times.

species, including anions mentioned in table 7.1 and dust particles, were mea-
sured time-resolved during the temporal afterglow of the plasma. For this pur-
pose, LIP measurements were performed at a specific and progressing delay
time after the plasma was switched off. Figure 7.4 illustrates the densities of
the negatively charged species together with those of the free electrons in the
afterglow phase - again - for two different prior plasma-on times of 14 ms and
100 ms (figure 7.4 (a) and (b), respectively). First, in figure 7.4 (a), the argon-
acetylene plasma was operated for 14 ms before it was switched off at t = 0.
As illustrated, the negatively charged species density decayed rapidly by 75%
from its initial density of n− = (1.94± 0.07)× 1015 m−3 to a density of n− =
(0.47± 0.01)× 1015 m−3 during the first 15 ms of the afterglow phase. After-
wards, it remained relatively stable during the next 85 ms of the afterglow, as it
had decreased to n− = (0.35± 0.01)× 1015 m−3 at the final measurement time
(100 ms). Subsequently, the plasma-on time was increased to 100 ms. As a con-
sequence of the longer plasma-on time, the negatively charged species density
was measured to be relatively higher (n− = (2.4± 0.1)× 1015 m−3) at the be-
ginning of the afterglow phase, when compared to that for the experiment with
14 ms plasma-on time. As mentioned earlier, this trend is also indicated by a
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lower value (for longer plasma-on times) of the electron density prior to the start
of the afterglow phase. As seen in figure 7.4 (b), the negatively charged species
density decreased by 75% of its initial value to n− = (0.58± 0.02)× 1015 m−3

during the first 20 ms of the afterglow phase. Later during the afterglow, the
negatively charged species density was measured to slowly decrease to n− =
(0.15±0.01)×1015 m−3 right before the initiation of the next plasma-on phase.

From measurements of the electron and the negatively charged species densi-
ties, illustrated in figure 7.4, it was observed that the negatively charged species
decayed following two different timescales while the electrons decayed abruptly
at the very early afterglow phase (within the first milliseconds). The initial fast
decay of negatively charged species can be explained by, first, the drop in electron
temperature (Te) and, second, the loss of electrons due to diffusion and recombi-
nation and, therefore, the ceasing of the quasi-neutrality condition in the plasma.

In general, the beginning of the afterglow is characterized by a sharp decrease
in electron temperature [29, 172] resulting in the termination of anion produc-
tion as well as suppression of the electron current to the dust particles’ surfaces.
Anions are mainly produced via dissociative attachment of electrons [36]; there-
fore, when the electron temperature drops from its initial value of typically a few
eV to 0.025 eV (room temperature), electrons are no longer capable of produc-
ing negative ions. Moreover, as most of the electrons have diffused (mainly by
means of ambipolar diffusion, followed by free diffusion) towards the plasma-
containing walls or to dust particles’ surfaces, the electrostatic confinement of
the negatively charged species, i.e. based on the determined photodetachment
cross section in figure 7.3 dominantly anions, ceases. Therefore an immediate
decrease in the density of the negatively charged species is observed in the first
20 milliseconds of the afterglow. Also, suppression of the electron current to the
dust particles contributed to the explanation of the swift drop in the density of the
negatively charged species. Generally, the charge of dust particles is determined
by an equilibrium between the electron and ion currents towards the particles’
surfaces [173]. As a result of the electron temperature drop to room temperature
and electron losses due to diffusion, the electron current towards the particles is
inhibited. In contrast, the ion current stays relatively constant. Therefore, the
particle charge becomes less negative due to a relatively higher flux of positive
ions towards their surface [149].

In the late afterglow, however, the density of negatively charged species de-
creased at a much slower rate compared to the early afterglow phase during
the first 20 milliseconds. Furthermore, a residual density of negatively charged
species was measured in experiments for both plasma-on times. For the case
when the plasma-on time was set to 14 ms, negatively charged species residing in
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Figure 7.4: Temporal evolution of electron density (blue curve) together with the
density of negatively charged species (red circles) for growth periods of 14 ms
(a) and 100 ms (b).
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the plasma during the entire afterglow is mainly due to a relatively higher plasma
pulse repetition frequency (5 Hz). This results in a relatively shorter plasma af-
terglow time. The observed decay in the afterglow phase can be described by a
two-stage mechanism [174]. During the first stage, the electrons diffuse towards
chamber walls (and in this case towards dust particles’ surfaces) while negative
ions are trapped within the plasma, forming a positive-ion-negative-ion plasma,
possibly including small dust particles. The second stage in the afterglow begins
with diffusing anions and positive ions slowly towards the walls by ion-ion am-
bipolar diffusion. As simulated previously by Berndt et al. [175], for sufficiently
high repetition frequencies, the anion density only partially decays, and a residual
density of anions influences the subsequent plasma pulse in a pulsed RF plasma.
In this case, similar to the 14 ms plasma-on time case in figure 7.4 (a), the after-
glow time is not long enough for all the anions to diffuse out and the negatively
charged species density to decay completely. For the 100 ms plasma-on time (and
0.5 Hz plasma pulse frequency), the slower decreasing trend in the density of neg-
atively charged species can be due to the fact that as nearly all electrons and most
negative ions have diffused out, a substantial drop in plasma density prevents any
significant change in the charge of dust particles [150]. Therefore, a residual den-
sity of negatively charged species (consisting of anions and/or negatively charged
dust particles) was observed in both instances of plasma-on times.

7.4 Conclusions

This article presented experimentally obtained results on the temporal afterglows
of Ar/C2H2 plasmas. Electron and negatively charged species densities were
measured time-resolved within prolonged afterglows of the plasma up to 1.9
s, using microwave cavity resonance spectroscopy combined with laser-induced
photodetachment. Two different plasma-on times of 14 ms and 100 ms prior to
the start of the afterglow phase were applied to study the contribution of anions
and dust particles to the afterglow dynamics. Based on the electron density mea-
surements, it was found that electrons decay faster after longer plasma-on times
since the electrons were dominantly lost due to an increased recombination rate as
the small (and growing in density and/or size) dust particles acted as additional
recombination surfaces. Based on negatively charged species density measure-
ments, it was observed that these densities decay in two stages with different
timescales. First, the negatively charged species densities dropped rapidly within
the first 20 milliseconds of the afterglow phase. This rapid density drop could
be attributed to electron cooling and (ambipolar) diffusion at the very beginning
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of the afterglow; as the electron temperature and electron density dropped, an-
ions could no longer be formed while they diffuse outwards. Also, the electron
current to dust particles may be inhibited by this effect, reducing the number of
electrons on dust particles. Second, a much slower decreasing trend was observed
in the densities of negatively charged species, resulting from depleted positive-
ion-negative-ion plasma density in the late afterglow. Also, for both instances of
plasma-on times, a residual density of negatively charged species was detected in
the late afterglow.
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Figure 7.5: Time-resolved electron densities during the afterglows of 14 ms, 100
ms, and 1 s plasma-on times.

Appendices

7.A The afterglow of 1 s plasma-on time
The electron density decay during the plasma afterglow is shown in figure 7.5.
Before extinguishing the plasma, three different plasma-on times, 14 ms, 100
ms, and 1 s, were adjusted to study the effect of plasma-on time on the decay
of electron density. As discussed earlier, the plasma-on time of 1 s constitutes
a unique case due to the laser irradiation of the plasma during this prolonged
plasma-on time. Nonetheless, it can be observed in figure 7.5 that the electron
density decays faster for 1 s plasma-on time (τloss = 147 µs), compared to 14
ms and 100 ms plasma-on time cases. Also, a lower initial electron density just
before the onset of the afterglow phase is observed for the 1 s plasma-on time.
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Chapter 8

Conclusions and outlooks

This chapter reflects on the main conclusions obtained from the research con-
ducted in this thesis. Furthermore, the outlooks beyond the framework of the
thesis are drawn as the research paves the way for an even more in-depth under-
standing of plasma charging phenomena.

In the following sections, the conclusions are stated as direct answers to the
research questions defined in the introduction (chapter 1). Next, the outlooks for
each research line are drawn. Finally, the general findings and implications of the
research from a broader perspective are elaborated.

8.1 Conclusions
As stated in the introduction (chapter 1), this thesis focuses on:

"developing diagnostic methods for and gaining a fundamental understanding
of the charging and decharging processes of negative ions, nanoparticles, and
surfaces in low-pressure radiofrequency plasmas and the afterglow thereof".

Two underlying research lines were defined to answer the two research ques-
tions at the beginning of this thesis. The first research line provides answers to:

Research question 1: Can photoluminescent quantum dots be used to de-
tect and measure the electrical charge on surfaces and nanoparticles
in plasma?

According to the experiments presented in chapter 5, indeed a spectral red-
shift of the photoluminescence spectrum peak from quantum dots (QDs)
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was observed and measured upon exposure to a low-pressure radiofre-
quency plasma. The total redshift consisted of a slow shift (of 1.1 nm) and
a fast shift (of 0.05 nm); temperature effects induced the former, while the
surface charge obtained from the plasma caused the latter. The fast shift,
caused by the surface charge, was isolated and studied with a structured set
of experiments.

The fast (Stark) redshift of the photoluminescence spectrum peak position
was caused by electric fields originating from electrons residing on the sur-
face. These electric fields were calculated, using the discrete charge model,
to be typically 6.8×106 V/m, which would induce a Stark shift of 0.05 nm.
This value corresponded to the observed Stark shift value.

To change the surface charge the quantum dots were exposed to, the plasma
input power was increased from 10 W to 90 W. It was observed that the
Stark shift value increased from 0.022 nm to 0.073 nm. Therefore, it can
be concluded that the Stark shift could be used to quantitatively track the
variations in the surface charge density besides merely detecting the pres-
ence of surface charge.

Overall, yes, photoluminescent quantum dots can detect and relatively mea-
sure the charge of plasma-exposed surfaces and, potentially, of particles.

Research question 2: How do electrons and negatively-charged species be-
have during the afterglow of electronegative and reactive plasmas?

For the electronegative plasma afterglow, studied in chapter 6:

The behaviour of electrons and the conditions of the electronegative oxygen-
based plasma in the temporal afterglow were found to depend on the gas
pressure. As the power of the plasma was cut, two different timescales and
density decays were associated with the electron density.

At a pressure of 3 Pa (plasma operating in γ-mode), the electron density de-
cay was dominated by plasma diffusion to and recombination at the plasma-
containing walls. In this mode, the negative ions decayed on a much longer
timescale and resided for a more extended period in the former discharge
region. The lack of electrons and continued residence of negative ions in
the late afterglow led to a transition to a negative-ion-positive-ion plasma.

At a pressure of 6 pa (and more) (plasma operating in the α-mode), the
electron density decay featured a rampant release of electrons caused by
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associative detachment of electrons from negative ions (mainly O−). As a
result, the electrons resided in the former discharge volume for an extended
period during the afterglow. This situation led to the building up of elec-
trostatic fields in the core and the electropositive edge of the plasma. Con-
sequently, the negative ions remained trapped due to the extended presence
of electrons. This phenomenon led to the obstruction of negative ion fluxes
towards the plasma-containing walls, a behaviour known as negative-ion
self-trapping in the afterglow.

For the reactive plasma afterglow, studied in chapter 7:

It was observed that a higher density and/or larger size of dust particles
led to a faster electron density decay during the temporal afterglow of an
Ar/C2H2 plasma. Based on electron density measurements, it was found
that electrons decay faster for longer plasma-on times prior to the after-
glow phase since the electrons were dominantly lost due to an increased
recombination rate at the surface of the formed dust particles. Two dif-
ferent plasma-on times (i.e. 14 ms, and 100 ms) were adjusted before the
afterglow phase to study the contributions of anions and dust particles to the
afterglow. As the plasma-on time was extended, the dust particles’ density
increased, and possibly larger dust particles could be formed in the plasma.

The decay of negatively charged species occurs in two stages with differ-
ent timescales. Based on the measurements, it was observed that, first, the
negatively charged species density dropped rapidly within the first 20 mil-
liseconds of the afterglow phase. This rapid decay of negatively charged
species could be attributed to electron cooling and (ambipolar) diffusion
at the very beginning of the afterglow, as well as to suppression of the
electron current to the dust particles. Subsequently, after this swift den-
sity drop, a much slower decreasing trend was observed in the densities of
negatively charged species. This could be attributed to a depleted positive-
ion-negative-ion plasma density in the late afterglow.

Particularly, a residual of negatively charged species was detected in the
former plasma volume as long as 1.9 s after the plasma was extinguished.
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8.2 Outlooks
Each research line can be individually extended beyond the frameworks of this
thesis. The first research line, about charge visualization using quantum dots, has
paved the way for charge visualization and measurement of micro to nanometer-
sized particles in plasmas. The second research line, about electronegative and
reactive plasma afterglows, has developed diagnostic techniques which can be
further developed or combined with complementary techniques to gain a more
comprehensive understanding of these systems.

8.2.1 Charge visualization using quantum dots
The outlook of the quantum dot charge visualization research line is two-fold:

• Microparticle charge measurement upon plasma immersion using a surface
deposited layer of quantum dots.

Based on calculations of Pustylnik et al. [176], the microparticle charge can
be optically measured when a layer of quantum dots is deposited on its surface.
Their calculations show that a measurable Stark shift of the quantum dots’ photo-
luminescence spectrum peak occurs upon the microparticle’s immersion in the
plasma. The accumulated surplus electrons on the microparticle surface and
their fluctuating electric field are proven to cause the Stark shift. Optical mea-
surements can therefore determine the accumulated charge on the microparticle
surface, which suggests the possible design of the charge microsensor. These
microsensors can be used as in-situ floating probes injected and levitated in, for
instance, the plasma sheath region. This research outlook is schematically illus-
trated in figure 8.1.

• Nanoparticle charge visualization by injecting quantum dots directly into
the plasma.

Another outlook regarding charge visualization is the direct use of quantum
dots injected into the plasma. The necessary condition for implementing this idea
is quantum dot levitation inside the plasma, which has - in the framework of this
thesis - been proven technically challenging. However, photoluminescence spec-
troscopy of laser-excited quantum dots in individual or cloud form will be possi-
ble if one succeeds in injecting and levitating quantum dots directly in the plasma.
Nanoparticle charging can, in this case, be investigated as the photoluminescence
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QDs

Microparticle

Figure 8.1: Schematic illustration of optical microsensor: a thin layer of quantum
dots is deposited on the microparticle with a radius of 1-5 µm. After plasma im-
mersion, the surplus electrons accumulated on the microparticle’s surface cause
a potentially measurable Stark shift.

spectrum of levitated quantum dots will be subject to a remarkable shift, as pre-
dicted by Marvi et al. [85], which is a much more significant when compared to
typical 0.05 nm measured in our experiments. However, fewer quantum dots will
be in the focal point of the optical system, rendering the spectrum recording and
analysis much more difficult. In summary, this research idea is promising for the
charge measurement of particles on a nanometer scale, although many practical
challenges must first be overcome.

8.2.2 Electronegative and reactive plasma afterglows

For the outlook of the second research line, in which negatively charged species
are the centerpiece, one could measure the dust particles’ population density us-
ing laser light exctinction [177] (given the fact the particles are a few 100 nm
in size) and use these values, in combination with the measurements presented
in this thesis, to calculate the average charge number of the dust particles in the
plasma. Therefore, a more comprehensive understanding of plasma afterglows
can be gained if the behavior of other plasma species (such as dust particles in
reactive plasmas) is investigated.
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8.3 Overall conclusions
This thesis explores the possibility of using various phenomena as diagnostic
methods to visualize and probe the charging and decharging processes in plasma.
To this end, the quantum-confined Stark effect phenomenon associated with the
electrical charging of quantum dots is first proved to be capable of visualizing
the complex process of surface charging in plasma. This thesis also provides
additional insights into the temporal afterglows of electronegative and reactive
plasmas. The decay of electrons and negative ions measured by the enhanced di-
agnostic methods can be interpreted in ways that can be used in particle synthesis
and contamination control applications.

In conclusion, this thesis lays the foundation for quantum charge visualization
of surfaces and nanoparticles and enhances the previously established diagnostic
methods. These methods are applied to gain a better understanding of the funda-
mental charging processes in complex ionized media.
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